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ABSTRACT

Machine learning (ML) is a multidisciplinary field that is concerned with designing and

utilizing methods that automatically learn and improve the experience. ML footprints can be

found in almost any field, including healthcare. In this dissertation, specific analytical solutions

are developed for healthcare problems using a combination of ML and Optimization (Opt) tools.

This dissertation includes three research questions in healthcare and our proposed solution to

address them. In the first study, we explored how the changes in the amino acid sequences of the

HIV-1 Env can be predicted using the neighboring variability. This study is a vital step toward

predicting future changes in the amino acid sequences and personalized treatments for HIV

patients. In the second study, we proposed an algorithm to accurately predict the ICU needs of

COVID-19 patients so that the resources are managed more efficiently, and more lives could be

saved. The last study focused on finding a mechanism to differentiate between Super-Agers and

Cognitive Decliners using the resting-state functional MRI data. We utilized neural network data

and cognitive information to optimally assign participants to one of the classes, Super-Agers or

Cognitive Decliners, using a hybrid ML-Opt algorithm.
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CHAPTER 1. GENERAL INTRODUCTION

Machine learning (ML) is a multidisciplinary field concerned with answering how we can

construct computer programs that automatically improve the experience [1]. This field has roots

in many disciplines such as algebra, statistics, data management, and computer science.

Therefore, finding a clear boundary may not be possible. With the advance of ML, more of its

applications are found that take advantage of techniques in this field to discover patterns in data.

It is now inevitable to ignore the importance and the role of machine learning in new discoveries.

It is now omnipresent and used widely in many applications [2]. ML is a broad area including so

many tools and techniques and can be broken down into the following categories:

• Supervised Learning: This group of ML techniques utilizes the labels of the instances in

the training set as a supervisor to instruct the model [3]. There are two main sets of

problems that supervised learning techniques try to address: regression and classification.

In regression, the response variable is of type numeric, while we have a categorical response

variable in a classification problem.

• Unsupervised Learning: Unlike supervised learning, this group doesn’t take advantage of

the known labels or values for the response variable. Instead, the properties of the joint

probability density of the input are inferred directly without having any supervisor [4].

Examples of this group are clustering, association rule mining, and outlier detection.

• Semi-supervised Learning: This group is a combination of the first two categories.

Semi-supervised learning methods instruct the predictive model using both the labeled and

unlabeled data [5].
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• Reinforcement Learning: This type of learning is concerned with learning what to do to

maximize a numeric reward signal [6]. It needs to interact with the environment and try

different actions to learn which action yields the maximum reward.

ML footprints can be found in almost any field: agriculture [7], stock market [8], healthcare

[9], manufacturing [10], transportation [11], geology [12], and psychology [13], to name a few. In

this dissertation, we specifically focused on the application of ML in healthcare. The healthcare

domain itself is a vast field in which ML tools can be used to address a specific research question

of interest. Some of the examples are disease prediction [14], drug prescriptions [15], pandemic

growth rate analysis [16], and medical image processing [17].

This dissertation includes three healthcare-related studies: the first study is pertinent to

human immunodeficiency virus type 1 (HIV-1), second study focuses on the severe acute

respiratory syndrome coronavirus 2 (SARS-CoV-2), and the last study is related to cognitive

performance and Alzheimer’s Disease (AD). In the first study, we examined a hypothesis

regarding the structural pattern of volatility in amino acid sequences of the envelope

glycoproteins (Env) in HIV-1. We develop a novel classification method for this purpose which is

explained in detail in Chapter 2. The second study deals with using patients’ information within

the first few hours after admission to predict the need for ICU beds which is explored in Chapter

3. In Chapter 4 and the last study, we explain the proposed algorithm to distinguish between

Super-Agers and Cognitive Decliners using resting state functional MRI (rsfMRI) data. Finally,

we conclude in Chapter 5 and discuss the findings in each study and how they contribute to the

field of machine learning as well as the healthcare domain.

Between the years 1981 and 2019, 2.2 million new HIV infections are estimated among people

aged at least 13 years in the United States [18], and 38 million individuals were estimated to live

with HIV in 2019 [19]. To treat HIV-infected patients, multiple therapeutics are available; they

bind to HIV-1 proteins and can effectively inhibit their function. However, the replication

machinery of HIV-1 is highly prone to errors. As a result, new variants of its proteins are

generated, some of which contain changes at the sites targeted by the therapeutics [20].
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As a research question, we decided to investigate the possibility of personalized treatments for

HIV-1 patients. For this purpose, we decided to explore how the changes in the amino acid

sequences of the Env can be predicted for future time points. Since the future variability of amino

acids sequences is dependent on the current variability, we started this project with a smaller

step: we hypothesized that the absence or presence of sequence variance at any position of Env

could be predicted based on the variance at adjacent positions on the three-dimensional structure

of the protein.

For this purpose, we designed a novel dynamic ensemble selection technique based on

bootstrapping. The intuition behind this method is to dynamically find and apply the best set of

learners to predict the class label of an instance according to the performance of those learners in

different regions of the sample space. In fact, as the complexity of any dataset increases, the

ability of a single classifier to capture all patterns is reduced. Therefore, it is necessary to

integrate multiple classifiers for improved classification accuracy. However, using the same set of

classifiers statically over the whole feature space can affect the overall performance of an

algorithm. In fact, a classifier may perform well in some subspaces of the data but exhibit poor

performance in others. One solution to this problem is the selection of the best classifiers out of a

pool of existing learners dynamically based on some competitiveness criteria and to use this

subset of classifiers for predicting the class label of a new observation in a region.

KBC model showed considerable improvement in predicting variance at multi-position

features. We tested two Env domains targeted by therapeutics; the CD4-binding site and the

high-mannose patch of Env (composed of 23 and 10 positions, respectively). Both domains

constitute targets for multiple HIV-1 therapeutics [21, 22, 23, 24, 25, 26, 27]. Chapter 2 will cover

the details of this study.

Severe acute respiratory syndrome coronavirus 2 (Sars-CoV-2) emerged in December 2019 as

a threat to public health, and in March 2020, the World Health Organization (WHO) declared it

as a global pandemic [28]. Based on John Hopkins University Coronavirus Resource Center’s

estimations, about 48 million individuals were infected with Covid-19 [29], more than 27 million
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people have been hospitalized, and about 7 million individuals have been admitted to ICU as of

the end of November 2021 in the United States [30]. To find the patients in need of ICU, time is a

critical factor since early identification of such patients will lead to life-saving results. In the

second study, we developed an algorithm capable of identifying the patients in need of ICU in the

first few hours after admission. We designed a new classification algorithm based on the stacked

generalization that incorporates the set of regional and neighborhood evaluations to provide

information to a second learner, called meta-learner. The proposed method improved the results

compared to the baseline models and also the previous studies and reduced the waiting time

significantly from 12 hours to only 2 hours. The detail of this study is provided in Chapter 3.

The third problem in this dissertation is related to cognitive performance and AD. Aging is

frequently associated with a cognitive decline in several domains [31, 32]. Yet, there is significant

variation in how cognitive function changes in mid- and late-life adults. Some adults aged 80

years or older, called Super-Agers, show cognitive performance that is similar to healthy

middle-aged adults, particularly for declarative memory [33, 34, 35, 36]. In this study, we used

neural network data to distinguish between Super-Agers and Cognitive Decliners. Since the

problem did not have class labels, we had to find a mechanism to assign the class labels to

participants. We proposed a hybrid algorithm of machine learning and optimization that finds

optimal label assignment through a repetitive process using Bayesian Optimization. The proposed

algorithm has an internal procedure for label assignment where it takes advantage of cognitive

test information. We showed that this algorithm is capable of accurately identifying the

Super-Agers and Cognitive-Decliners. The details of the algorithm is explained in Chapter 4.
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2.1 Abstract

Therapeutics that target the envelope glycoproteins (Envs) of human immunodeficiency virus

type 1 (HIV-1) effectively reduce virus levels in patients. However, due to mutations, new Env

variants are frequently generated, which may be resistant to the treatments. The appearance of

such sequence variance at any Env position is seemingly random. A better understanding of the

spatiotemporal patterns of variance across Env may lead to the development of new therapeutic

strategies. We hypothesized that, at any time point in a patient, positions with sequence variance

are clustered on the three-dimensional structure of Env. To test this hypothesis, we examined

whether variance at any Env position can be predicted by the variance measured at adjacent

positions. Sequences from 300 HIV-infected patients were applied to a new algorithm we

developed. The k-best classifiers (KBC) method is a dynamic ensemble selection technique that

identifies the best classifier(s) within the neighborhood of a new observation. It applies bootstrap
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resampling to generate out-of-bag samples that are used with the resampled set to evaluate each

classifier. For many positions of Env, primarily in the CD4-binding site, KBC accurately predicted

variance based on the variance at their adjacent positions. KBC improved performance compared

to the initial learners, static ensemble, and other baseline models. KBC also outperformed other

algorithms for predicting variance at multi-position footprints of therapeutics on Env. These

understandings can be applied to refine models that predict future changes in HIV-1 Env. More

generally, we propose KBC as a new high-performance dynamic ensemble selection technique.

2.2 Introduction

Four decades after recognizing HIV-1 as the causative agent of acquired immune deficiency

syndrome (AIDS), this virus is still a major health concern worldwide. In the year 2019, 38

million individuals were living with HIV, 690,000 died from AIDS-related disease, and 1.7 million

were newly infected [1]. To treat HIV-infected individuals, multiple therapeutics are available;

they bind to HIV-1 proteins and can effectively inhibit their function. However, the replication

machinery of HIV-1 is highly prone to errors. As a result, new variants of its proteins are

generated, some of which contain changes at the sites targeted by the therapeutics [2].

Subsequent expansion under the selective pressure of the therapeutic can lead to clinical

resistance [3, 4]. Since the appearance of the mutations is random, the emergence of resistance by

changes at any position of an HIV-1 protein is considered unpredictable. There is a critical need

to better understand the patterns of change in HIV-1 within the host. Such knowledge can lead

to the design of new strategies that tailor treatments to infected individuals based on the

properties of the infecting virus and the changes expected to occur. Multiple tools have been

developed over the past two decades to predict the evolution of other viruses, primarily influenza

virus; they aim to forecast changes in structural properties of virus proteins that can inform the

design of vaccines [5]. Unfortunately, the number of tools developed to model and predict the

changes in HIV-1, and particularly within the host, is limited [6, 7, 8, 9]
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2.2.1 Toward a Better Understanding of the Variance Patterns in HIV-1 Env

Within the Infected Host

Of all HIV-1 proteins, the envelope glycoproteins (Envs) exhibit the highest level of diversity,

both within and between hosts [10, 11]. Env adorns the surface of HIV-1 particles and allows the

virus to enter cells [12]; it is thus a primary target in AIDS vaccine design [13]. Env is composed

of approximately 850 amino acids (some diversity in length exists between different strains). In

the infected host, new amino acid variants continuously appear at multiple positions of this

protein. Consequently, at any time point during chronic infection, 10% or more of Env positions

can exhibit variance in amino acid sequence between co-circulating strains [14, 15]. The random

nature of the mutations, the extreme diversity of Env within and between hosts, and the

structural complexity of this protein limit our ability to model the changes.

Whereas the amino acid sequence at any Env position can vary between strains in different

hosts, the level of in-host variance in amino acid sequence at each Env position is similar in

different individuals [6]. Variance at each Env position is specific for each subtype (clade) of

HIV-1. Thus, patterns of variance in the host are not merely random “noise” but reflect the

inherent properties of the virus. Variance describes the permissiveness of sites to contain amino

acids with different chemical properties, which reflects the strength of the selective pressures

applied to them. Such pressures are typically not applied on individual positions but on

multi-position domains of Env. In this work, we investigate the spatial clustering of variance

across the Env protein. Specifically, we test the hypothesis that the absence or presence of

sequence variance at any position of Env can be predicted based on the variance at adjacent

positions on the three-dimensional structure of the protein. If the tendency for co-variance of

adjacent positions is stable over time, then the patterns of variance detected in a patient may

provide insight into future changes. To test the above hypothesis, we developed a new algorithm

that selects the best classifiers for a new observation using a dynamic mechanism.
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2.2.2 Multiple Classifier Selection Algorithms

As the complexity of any dataset increases, the ability of any single classifier to capture all

patterns is reduced. Therefore, it is necessary to integrate multiple classifiers for improved

classification accuracy. However, the use of the same set of classifiers statically over the whole

feature space can affect the overall performance of an algorithm. In fact, a classifier may perform

well in some subspaces of the data but exhibit poor performance in others. One solution to this

problem is the selection of the best classifiers out of a pool of existing learners dynamically based

on some competitiveness criteria and to use this subset of classifiers for predicting the class label

of a new observation in a region. Such a mechanism will help to select the best classifiers in each

subspace.

A considerable amount of work has been conducted in the field of multiple classifier systems

(MCS) during the past two decades. MCSs are divided into two basic categories: static and

dynamic. Static classification techniques use the same classifiers over the whole range of the

dataset, while dynamic classification methods use the best classifier(s) at local regions. The

method we propose in this work is built upon the dynamic classification approach [16, 17].

Dynamic classification can be further divided into dynamic classifier selection (DCS) and dynamic

ensemble selection (DES). The DCS approach uses one base classifier to predict class labels in a

local region [18], while the DES methods use many base classifiers [19]. Here, we propose a

DES-based classification technique.

DES methods are composed of three main steps: (i) classifier generation, (ii) ensemble

selection, and (iii) classifier combination. For the first step, either heterogeneous classifiers

[20, 21, 22] or homogeneous ones [23, 24, 25] can be used. The proposed method will use decision

trees as the homogenous classifiers for its classifier generation phase. Since local accuracy is a key

feature of the DES method, many algorithms use k-nearest neighbors as a framework [26, 19, 27].

Other methods for generating different homogeneous classifiers have been proposed, including

random subspace [28], bagging [29], boosting [30], and clustering [31].
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The second step in DES design is ensemble selection. Some selection mechanisms utilize

probabilistic models that adopt the probability of correct classification as the measure of

competence [32]. Alternatively, one can use a wide range of classifiers to increase diversity, which

increases accuracy as a result [33]. Models based on accuracy are another type of selection

method that considers the classifiers with the highest levels of accuracy in the local area [17].

The third step of a DES method is classifier combination, which aggregates the gathered

information into a single class label. Dynamic classifier weighting is one aggregation technique

[34, 35]. Artificial neural networks have also been adopted to aggregate the results of base

learners and use a cost function to maximize accuracy [36]. The majority vote method has also

been used, which applies predictions of the highest accuracy classifiers in a local region and then

takes the majority of these predictions to determine its output [37].

In this study, we introduce a novel approach to use a dynamic mechanism to increase the

flexibility of the algorithm. The best classifiers are chosen based on the performance of the initial

learners in the neighborhood of a new observation. Bootstrapping has been adopted to increase

randomness, thus introducing more diversity within the base learners. We also introduced a

classifier scoring approach, upon which the selection decision of a classifier can be made. To

define a neighborhood for a new observation, we used the k-nearest neighbors (KNN) algorithm.

Each observation has a feature vector that is used for the neighborhood selection process. The

novelty of this method is in the dynamic classifier selection approach, where we introduced a

weighting mechanism to evaluate each classifier’s performance within a neighborhood of an

instance and decide if the classifier is good enough to be used for prediction. This approach is

based on bootstrap resampling, which creates the out-of-bag sample that can be used along with

the resampled data in the classifiers’ evaluation process. We tested the KBC algorithm with a

panel of sequences from HIV-1 infected individuals. These data describe for each patient the

absence or presence of variance at each position on the three-dimensional structure of the Env

protein. We examined whether the variance at each position (or at a group of positions) can be

predicted based on variance at adjacent positions on the three-dimensional structure of the
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protein. In many cases, the KBC method showed improvement in the classification metrics

relative to other machine learning algorithms. Considerably higher performance was observed in

the CD4-binding domain of Env, which is the target of multiple antibody therapeutics against

HIV-1 [38, 39, 40, 41, 42]. The primary advantage of KBC is that it does not use the same set of

classifiers for the entire problem space; instead, it identifies the subset of learners that are capable

of better predicting class labels for the observations in a region. This flexibility helps to avoid the

loss of helpful learners and to limit the retention of weak learners that occurs when a fixed

number of classifiers is applied.

2.3 Materials and Method

2.3.1 Datasets

In this study, we developed a novel dynamic classification approach to predict the variance at

any Env position based on variance at adjacent positions on the protein. Because of the folded

structure of the protein, the physical distance between any two positions (in Ångstroms, Å) is

used as the measure of proximity. These distances are based on the cryo-electron microscopy

(cryo-EM) coordinates of the Env protein. A description of the datasets is provided in the

following sections.

2.3.1.1 HIV-1 Env Sequence Data

Nucleotide sequences of the HIV-1 env gene were obtained from the National Center for

Biotechnology Information (NCBI) database (https://www.ncbi.nlm.nih.gov) and from the

Los Alamos National Lab (LANL) database (https://www.hiv.lanl.gov). Sequence data for

HIV-1 clades B and C were downloaded and processed separately. The clade C dataset is

composed of 1,960 sequences from 109 distinct patients. The clade B dataset is composed of 4,174

sequences from 191 distinct patients. For each patient sample, all Envs isolated were analyzed

(6-30 sequences per sample). All env genes were cloned from the samples by the single genome

amplification approach [43] and sequenced by the Sanger method. Sequences of non-functional

https://www.ncbi.nlm.nih.gov
https://www.hiv.lanl.gov
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Envs were removed, as were all sequences with nucleotide ambiguities or large deletions in

conserved regions [6, 44]. Nucleotide sequences were aligned using a Hidden Markov Model with

the HMMER3 software [45] and then translated into the amino acid sequence, which was used for

the analysis. All 856 Env positions described in the manuscript conform to the standard HXBc2

numbering of the Env protein [46]. Potential N-linked glycosylation sites (PNGSs) contain the

sequence motif Asn-X-Ser/Thr, where X is any amino acid except Pro. To account for the

presence of N-linked glycans on the Asn residues, the first position of all Asn-X-Ser/Thr triplets

was assigned a unique identifier. All aligned sequences from each patient were compared to

determine whether each of the 856 positions has variance in amino acid sequence (position is

assigned a variance value of 1) or whether all sequences from that patient sample have the same

amino acid at the position (assigned a variance value of 0).

2.3.1.2 Env Structural data

The Env protein is folded so that positions from different domains can be close in the

three-dimensional structure of the protein. To determine the positions closest to each position of

interest, we used the coordinates of the cryo-EM structure of Env. For clade B viruses, we used

the coordinates of Env from HIV-1 clade B strain JRFL (Protein Data Bank, PDB ID 5FUU)

[47]. For clade C viruses, we used the coordinates of Env from HIV-1 clade C strain 426c (PDB

ID 6MZJ) [48]. The distance between any two positions was measured using the coordinates of

the closest two atoms of the two amino acids. These data were applied to identify the 10 closest

positions to each position of interest.

2.3.2 The KBC Method

In the KBC algorithm, available information is utilized regarding the base classifiers for the

data points in the neighborhood of a new observation to predict the class labels. This allows us to

identify the classifiers that perform well in the neighborhood of a new observation and apply only

those learners for the prediction. Classifiers do not perform the same in different regions of the
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problem space, especially when the data structure is complicated. This becomes even more

tangible when more näıve learners are used. KBC applies the information from the training phase

to identify those classifiers that are more helpful in finding the class label of a new instance based

on their performance within a specific neighborhood. The foundation of this method, like other

dynamic ensemble selection techniques, relies on three main steps: classifier generation, selection,

and aggregation.

2.3.2.1 Classifier Generation

In the proposed method, we used the decision tree algorithm as the base learner. We selected

this algorithm primarily because of its training speed. In general, for the first step, M base

learners, L1, L2, . . . , LM , are generated. The number of base learners is a hyperparameter of the

KBC model.

In the next step, to identify the best classifiers, we used bootstrap resampling. In this

manner, we can reserve an untouched sample (i.e., the out-of-bag sample, OOB), which is used

along with the resampled observations for the selection of the best classifiers. For the training set,

Xtrain, we have x1, x2, . . . , xN feature vectors (one for each observation), and y1, y2, . . . , yN as

their class labels. We denote the test set as Xtest.

We use bootstrapping to train each base learner Li. This approach creates two separate sets

of observations for learner Li: a resampled set (Sr
i ) and an OOB set (Soob

i ). In other words, we

make a partition:

Xtrain = (Sr
i ∪ Soob

i ), ∀ i = 1, 2, . . . ,M (2.1)

Sr
i ∩ Soob

i = ∅, ∀ i = 1, 2, . . . ,M (2.2)

If we define an event A, as a data point xj (j = 1, 2, . . . , N) that belongs to the OOB sample:

A : xj ∈ Soob
i , ∀ i = 1, 2, . . . ,M (2.3)

then the probability of such event can be calculated as:

Pr(A) = (1− 1

N
)N ≈ e−1 ≈ 0.368 (2.4)
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where, N is the total number of observations in the training set Xtrain. Later, we will show how

to use this information in the algorithm as a starting point.

To introduce more randomness among the base learners, we used random sampling for feature

selection. To accomplish this task, the algorithm randomly picks f features out of all available

attributes for Li. In other words, the learner Li is trained over the subset of the features of Sr
i

which is denoted by Sr,f
i . Knowing the set of f features for the learner Li, one can also create

Soob,f
i for the evaluation phase.

2.3.2.2 Classifier Selection

First, each base learner is used to predict all instances in Xtrain, including the resampled and

OOB data. Then, the classification results are mapped onto a binary variable, zij , which is 1 or 0

based on whether the classifier Li correctly classified the instance xj or not, respectively:

zij =

 1 if ŷij = yi

0 Otherwise
(2.5)

where, i = 1, 2, ..,M and j = 1, 2, . . . , N and ŷij is the class label that is predicted by the learner

Li for xj ∈ Xtrain. The result of this phase is an M ×N binary matrix Z, in which each row

represents the mapped prediction result for one base learner, and each column corresponds to an

observation in the training set, Xtrain :

Z = [zij ]M×N (2.6)

For efficiency, we perform this only once for all observations rather than during each iteration.

In effect, not all observations will be used for selecting the best classifiers, but only the ones in

the neighborhood of the new observation xq ∈ Xtest. To find the neighbors, different approaches

can be applied, one of which is the KNN method. KNN finds the closest data points to the

observation of interest. However, since it is based on the distance matrix, for very large datasets,

the process can take much longer than a dataset with a small number of observations.
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By defining Ψn
q as the neighborhood of a new data point xq which includes n-closest

observations, we can define:

ϕn
q = {j : 1 ≤ j ≤ N, xj ∈ Ψn

q } (2.7)

where, ϕn
q is the set of n indices for the data points within the neighborhood of the new instance

xq.

To emphasize the contribution of correctly predicting an observation in the OOB set relative

to the resampled set, we can assign greater weights to the observations in the OOB set. In this

manner, we can also define the level of emphasis by tweaking the weights. However, the optimal

value can be found by hyperparameter tuning.

Weighting of the OOB and resampled sets can be described by:

W oob +W r = 1 (2.8)

W oob,W r > 0 (2.9)

where, W oob and W r are the weights for observations within the OOB (Soob
i ) and resampled sets

(Sr
i ) for learner Li, respectively. From (2.4), we can conclude that the probability of a data point

belonging to Sr
i is approximately 0.632. Therefore, we can use this value as the default W oob ;

however, the optimal value for this parameter can be obtained via hyperparameter tuning. In

general, the higher the OOB weight, the greater the focus on the OOB observations rather than

the resampled set.

Now, consider the matrix Π in which the type of data points (i.e., being from the OOB or

resampled set) is stored:

Π = [πij ]M×N , i = 1, 2, . . . ,M and j = 1, 2, . . . , N. (2.10)

where, πij is defined as:

zij =

 W oob xj ∈ soobi

W r xj ∈ sri

(2.11)
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where, i = 1, 2, . . . ,M and j = 1, 2, . . . , N . In the next step, the classifier’s score, CSi, can be

calculated for base learner Li:

CSi =
∑
j∈ϕn

q

πijzij ∀ i = 1, 2, . . . ,M (2.12)

Then, we normalize the scores to the same scale:

CS
′
i =

CSi −min
h

CSh + 1

max
h

CSh −min
h

CSh + 1
∀ i = 1, 2, . . . ,M (2.13)

where, h = {1, 2, . . . ,M } is the set of all classifiers. This normalization rescales all scores into a

range of (0, 1], and facilitates the comparison:

0 < CS
′
i ≤ 1, ∀ i = 1, 2, . . . ,M (2.14)

Here, CS
′
i quantifies the relative importance of base learner Li to the best classifier. For instance,

if all learners perform the same in a region, then we expect a value of 1 for all (i.e., no distinction

between the classifiers).

Figure 2.1 shows the relationship between the range of classifiers’ scores with achievable

normalized scores.

Figure 2.1 Achievable normalized scores (CS
′
i) for different values in the CSi range (dif-

ference between the best and worst classifiers’ scores). The yellow region shows

all possible values.
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For instance, if the difference between the maximum and minimum classifier’s score is 1, then

the normalized score of any classifier will be between 0.5 and 1. The yellow region in Figure 2.1

shows all possible normalized scores for any difference between the best and worst classifiers. The

blue line on the left margin of the yellow region indicates the lower bound of the normalized score

for any specific normalized score’s range.

In the following equation, we can observe that, as the difference between the performance of

the best and worst classifiers increases, there is greater confidence that classifiers with higher

scores are performing significantly better relative to those with lower scores:

lim
Range→∞

(
max

i
(CS

′
i)−min

i
(CS

′
i)
)
→ 1 (2.15)

This occurs when the performance of the best and worst learners differs substantially. In such

a case, we are more confident about the significance of the classifier with the high normalized

score. As shown in Equation 2.15, for this extreme case, where the range approaches infinity, the

limit of the difference between the best and worst normalized classifiers’ score converges to the

maximum value of 1. In other words, based on Equation 2.14, we can conclude that the best and

worst classifiers are at the two ends of the interval. On the other hand, if the range of scores is 0

(i.e., all classifiers have the same performance), the normalized scores will be 1 for all of them (no

distinction).

Finally, based on a minimum acceptance threshold δ, only those classifiers with scores higher

than that value will be selected. Therefore, for different observations, we expect to have a

different array of scores for base learners’ performance within the neighborhoods. Thus, the

algorithm will select the best classifiers based on the problem space, observations, and the base

learners’ capabilities to correctly classify similar instances each time. In Equation 2.16, the index

corresponding to the k-best classifiers (out of M existing learners), for xq, is defined.

Kq = {i : CS
′
i ≥ δ, 1 ≤ i ≤ M} (2.16)
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The number of best classifiers can differ from observation to observation. However, for similar

points (i.e., observations within a similar segment of the problem space), we expect to have a

similar set of best classifiers for prediction.

2.3.2.3 Classifier Aggregation

Finally, once classifiers for the prediction are defined, we apply an aggregation method to

obtain a single result for the new instance. Here we use the majority vote approach. For a general

case in which we have P classes we can write:

ŷq = argmax
p

{cp}, p = 1, 2, . . . , P (2.17)

where, ŷq is the predicted class for the new observation xq, and cp counts the number of base

learners predicting class p. We can write it as:

cp =
∑
i∈Kq

1{ŷiq=p}, ∀ p ∈ 1, 2, . . . , P (2.18)

where, ŷiq is the class label predicted by learner Li for xq.

2.3.2.4 Hyperparameters

For the KBC algorithm, hyperparameters were designed to accommodate the variability in the

dataset to ensure optimal performance. The hyperparameters of the algorithm are shown in

Table 2.1. M is the number of base learners. If sufficient diversity exists within the base learners

(i.e., among the decision trees generated), more learners typically lead to better results. We can

also change the number of features (f) for each classifier. Using all available features can result in

less randomness and reduces the level of diversity. On the other hand, using too few features,

such as the extreme case of f = 1, can result in a näıve learner that may not be much better than

the random guess. However, by using a suitable fraction of the available features for training the

classifiers, we can add variation between the classifiers and also increase confidence that each

classifier will perform well.
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Table 2.1 Hyperparameters of the KBC algorithm

Parameter Domain Description

M ∈ N Number of initial base learners

f ∈ N Number of features to be selected randomly for each base

learner

n ∈ N Number of close neighbors to a new instance (similar in-

stances)

W oob [0,1] Weight of OOB instances. (Default=0.632)

δ [0,1] Minimum acceptance threshold for a base learner’s score to

be selected in a neighborhood of a new data point

The third hyperparameter is the number of neighbors for a new instance (n). Increasing the

number of neighbors to all training observations (N) will lead to the majority vote for a fixed set

of classifiers. In this case, we expect to have no variance but high bias. At the other extreme, if

we use only one neighbor, the variance will be high. Therefore, it is a bias-variance trade-off, and

selecting the optimal n is essential for performance. The effect of this parameter on the accuracy

of the model is also explored in this study.

The weight of OOB instances (W oob) plays an important role in emphasizing the unseen data

for selecting the best classifiers. Since the data in the OOB set are not used during training of the

base learners, predicting them correctly is more important than the observations in the resampled

set. Choosing the weight as 1 will completely ignore the resampled data, whereas a weight of 0

will result in using only the resampled data in the training phase. The optimized value for the

OOB weight can be obtained by hyperparameter tuning.

The last hyperparameter of the KBC model is the minimum acceptance threshold (δ), which

determines the sensitivity in selecting the best classifiers. The higher the threshold, the smaller

the number of learners we expect to have. In such a case, the variance may increase; however, at

the same time, we are more confident about the set of selected classifiers in that region. On the

other hand, using smaller values for δ may result in more learners, which reduces variance.

A summary of the KBC algorithm is shown in Figure 2.2. As explained, we start with the

training set. By applying bootstrap resampling, we create OOB samples as well as a resampled
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set for each learner. Then we train classifiers separately on their own resampled data. In the

prediction phase, for each new data point, we first identify the closest neighbors. Then, based on

whether a point belongs to the OOB or resampled set, the method assigns weights to the 0-1

mapping of the initial predictions (1 for correctly classifying an observation and 0 for

misclassifying it). This approach introduces a scoring function that is used for evaluating the

classifiers. Finally, according to a minimum threshold acceptance value, only those classifiers for

which the normalized score exceeds the selected limit will be chosen for classifying the new

instance. The individual predictions are then aggregated into a single result by the majority vote

aggregation method. In Figure 2.3, we show the pseudo code for the entire KBC process.

2.3.3 Evaluation Metrics

In this study, 5 classification metrics are used: accuracy, precision, recall, F1 score, and

balanced accuracy. Accuracy depicts the percent of predictions that are correct. Precision

describes the percentage of correct classifications from the group of instances that are predicted

as the positive group. Recall or sensitivity represents the correct classification rate from the group

of true positive instances. The F1 score takes both the precision and recall metrics into

consideration. Since the HIV-1 datasets are not balanced (i.e., for any position, the proportion of

variance-positive and no-variance samples is not equal), we also used balanced accuracy, which is

an average of sensitivity and specificity.
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Figure 2.2 Flow chart of the KBC algorithm. It starts with the bootstrap resampling for

each base learner. Then, for a neighborhood of a new data point, the weights

are assigned to the 0-1 mapped values and then aggregated into a single score for

each learner. Those classifiers surpassing the minimum threshold are selected

for the classification of the new observation.

Figure 2.3 Pseudo code for the KBC algorithm.

The formulae for these metrics are shown below:
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Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(2.19)

Precision =
tp

tp+ fp
(2.20)

Recall =
tp

tp+ fn
(2.21)

F1 score =
2× Precision×Recall

Precision+Recall
(2.22)

BalancedAccuracy =
1

2
×
( tp

tp+ fn
+

tn

tn+ fp

)
(2.23)

For any position of Env, we distinguish between two states: (i) Variance-positive (variance in

amino acid sequence at the position is greater than 0), and (ii) No-variance (all sequences from

the patient have the same amino acid at the position). Accordingly, our definitions are:

• tp: Number of patients with a variance-positive position that are predicted as

variance-positive.

• fp: Number of patients with a no-variance position that are predicted as variance-positive.

• tn: Number of patients with a no-variance position that are predicted as no-variance.

• fn: Number of patients with a variance-positive position that are predicted as no-variance.

2.4 Results and Discussion

2.4.1 Overview of the Approach

In this study, we tested the algorithm with patient-derived datasets from two HIV-1 subtypes.

Specifically, we examined the ability of the algorithm to predict the level of variance at any

position of Env based on the variance at the 10 closest positions on the three-dimensional

structure of the protein. Initially, we tested performance for individual positions. We then

proceeded to test performance for multi-position targets that represent the “footprint” of

therapeutics on the Env protein.
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We first compared the results of the KBC algorithm with those of the base learner (decision

tree) and static ensemble (random forest). To increase the stringency of the comparison, we tuned

both the decision tree and random forest algorithms for optimal performance. The shared

hyperparameters between these models are the maximum depth of the trees and the minimum

samples in the leaf nodes. Besides, we considered splitting criteria for the decision tree and the

number of estimators for the random forest as the other hyperparameters for tuning. The grid

search strategy was used to tune these models. Finally, we compared the performance of KBC

with other classification techniques.

To estimate the evaluation metrics for each machine learning technique and each dataset, we

used nested cross-validation to tune the hyperparameters and to obtain estimates of the

classification metrics. We used k=5 for both the inner and outer folds.

2.4.2 Prediction of variance patterns in HIV-1 Env

New forms of the Env protein are continuously generated in HIV-infected individuals by the

error-prone replication machinery of this virus. The appearance of new amino acid variants at

Env positions targeted by therapeutics can lead to virus resistance to their effects. Such events

appear to be random and thus considered unpredictable. There is a clinical need to understand

the spatiotemporal patterns of variance in the HIV-infected host, which may lead to the

development of new treatment strategies. We hypothesized that at any time in the infected host,

positions that exhibit variance in amino acid sequence are spatially clustered on the Env protein.

Such patterns are intuitive since the immune and fitness pressures mostly act on multi-position

domains of Env rather than individual positions. Toward a better understanding of such patterns,

we sought to determine whether the variance at any Env position can be accurately estimated

based on the variance at adjacent positions on the protein.

To this end, we applied the KBC algorithm with sequences of Envs cloned from patient blood

samples (6-30 Envs sequences were available and used for each sample). All sequences from each

patient sample were aligned and compared to determine the absence or presence of in-host
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variance at each of the 856 positions of Env. As detailed below, we focused our analyses on Env

positions targeted by therapeutics. The response variable is thus the absence or presence of

variance at specific key positions of Env. The explanatory variable is the variance at the 10

positions closest to the key position on the protein (determined by the physical distance between

the closest atoms of the two positions, measured in Ångtroms). The goal is to correctly classify

the variance of a position using the variance of the adjacent positions. We decided to use the 10

adjacent positions since this is approximately the maximal number of amino acids that can

contact the position of interest on the three-dimensional structure of Env.

We note that the actual number of residues that are in contact or adjacent to each position

may vary according to the location on the protein. For example, for any position buried within

the core of the protein, its 10 nearest positions will be closer than for a position located on a loop

that is exposed to the solvent. Nevertheless, we decided that as a first step, we will maintain this

variable constant for all positions.

We first tested the ability of the KBC algorithm to predict the absence or presence of variance

at individual positions in the high-mannose patch of Env (Figure 2.4). These N-linked glycans

help to shield Env from recognition by host antibodies [49]; however, they also serve as targets for

microbicidal agents such as lectins [50, 51] and therapeutic antibodies [52, 53]. We tested three

positions in the high-mannose patch, namely positions 289, 332, and 339. These positions form

part of the target sites for multiple agents that inhibit HIV-1, including antibodies 2G12, 10-1074,

PGT135, PGT128, and DH270.5 [54, 55, 56, 57, 58], and the lectin microbicide griffithsin [59].

Data are composed of 1,960 amino acid sequences from 109 patients infected by HIV-1 subtype C,

which is the most prevalent HIV-1 clade worldwide [60]. For position 289, the ratio of the

variance-positive class to the no-variance class was 34:75. This ratio for positions 332 and 339 was

46:63 and 53:56, respectively.

For positions 289 and 339, the results of the KBC analyses showed improvement relative to

the base learner (decision tree) and random forest (Figure 2.5). By contrast, the prediction of

variance at position 332 by the KBC method was similar to that of the other methods.
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Figure 2.4 Cryo-EM structure of HIV-1 Env (side view, PDB ID 5FUU). Positions in

the high-mannose patch are shown as spheres and labeled by Env position

number. All positions shown contain N-linked glycans, except position 289,

which contains Arg in the Env of HIV-1 isolate JRFL used to generate this

structure.

Figure 2.5 Predictions of variance at positions 289, 339, and 332 of Env using data from

patients infected by HIV-1 clade C.
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We also compared the performance of KBC with other machine learning algorithms

(Table 2.2). Again, we observed modestly better performance of KBC for positions 289 and 339,

whereas for position 332, the performance was similar to (or slightly worse than) other methods.

We note that although KBC generally exhibited better point estimates than other methods, it

also exhibited relatively high variability (see values in parentheses in Table 2.2).

Table 2.2 Prediction of variance at Env positions in the high-mannose patch by KBC and

other algorithms.

Position Methoda Balanced Accuracyb Accuracy Precision Recall F1 Score

289

KBC 0.88 (±0.13) 0.92 (±0.08) 0.94 (±0.07) 0.80 (±0.26) 0.83 (±0.20)

QDA 0.83 (±0.01) 0.88 (±0.01) 0.90 (±0.07) 0.71 (±0.05) 0.79 (±0.01)

LDA 0.87 (±0.02) 0.91 (±0.01) 0.93 (±0.05) 0.76 (±0.05) 0.84 (±0.03)

NB 0.71 (±0.18) 0.69 (±0.26) 0.66 (±0.26) 0.76 (±0.05) 0.67 (±0.16)

ADA 0.86 (±0.01) 0.90 (±0.01) 0.91 (±0.07) 0.76 (±0.05) 0.83 (±0.02)

LogReg 0.86 (±0.01) 0.90 (±0.01) 0.91 (±0.07) 0.76 (±0.05) 0.83 (±0.02)

SVM 0.83 (±0.01) 0.88 (±0.01) 0.90 (±0.07) 0.71 (±0.05) 0.79 (±0.01)

339

KBC 0.75 (±0.12) 0.74 (±0.12) 0.71 (±0.12) 0.81 (±0.13) 0.75 (±0.11)

QDA 0.59 (±0.07) 0.59 (±0.07) 0.56 (±0.09) 0.72 (±0.09) 0.63 (±0.07)

LDA 0.57 (±0.03) 0.57 (±0.03) 0.55 (±0.05) 0.64 (±0.13) 0.59 (±0.06)

NB 0.65 (±0.08) 0.65 (±0.07) 0.64 (±0.00) 0.68 (±0.16) 0.66 (±0.19)

ADA 0.60 (±0.02) 0.60 (±0.02) 0.59 (±0.03) 0.62 (±0.06) 0.59 (±0.02)

LogReg 0.59 (±0.06) 0.58 (±0.07) 0.54 (±0.05) 0.94 (±0.05) 0.69 (±0.03)

SVM 0.65 (±0.04) 0.66 (±0.05) 1.00 (±0.09) 0.30 (±0.04) 0.48 (±0.02)

332

KBC 0.85 (±0.07) 0.85 (±0.07) 0.86 (±0.12) 0.80 (±0.08) 0.83 (±0.08)

QDA 0.84 (±0.05) 0.84 (±0.06) 0.84 (±0.12) 0.83 (±0.11) 0.82 (±0.06)

LDA 0.87 (±0.03) 0.88 (±0.03) 0.89 (±0.05) 0.83 (±0.06) 0.85 (±0.04)

NB 0.61 (±0.16) 0.57 (±0.21) 0.59 (±0.23) 0.91 (±0.13) 0.67 (±0.10)

ADA 0.87 (±0.03) 0.88 (±0.03) 0.89 (±0.05) 0.83 (±0.06) 0.85 (±0.04)

LogReg 0.82 (±0.09) 0.81 (±0.12) 0.80 (±0.18) 0.87 (±0.11) 0.81 (±0.08)

SVM 0.88 (±0.02) 0.89 (±0.02) 0.89 (±0.05) 0.85 (±0.03) 0.87 (±0.03)

a Calculations were performed using data from 109 patients infected by HIV-1 clade C.
b Standard deviation values are indicated in parentheses.

This likely occurred due to the relatively small size of the dataset. Later, we show that

increasing the size of the dataset drastically reduces the variability of the estimates.

Antiviral therapeutics bind to targets composed of multiple residues; their ”footprint” on the

viral protein can span a large surface that contains multiple amino acids [61, 62, 63, 64]. Changes

at any of these contacts may reduce Env recognition by the therapeutic and cause resistance. We
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examined the performance of the KBC algorithm to predict variance in a combined feature

composed of 10 positions in the high-mannose patch shown in Figure 2.4. To this end, for each

position Ai in the high-mannose patch (i = 1, 2, . . . , 10), we relabeled its 10 adjacent positions as

vAi

(1), v
Ai

(2), . . . , v
Ai

(10), where vAi

(j) is the variance at the j-th adjacent position to Ai (j = 1, 2, . . . , 10).

For each j, we then combined the vAi

(j) values of the 10 Ai positions.

We first used the dataset of sequences from 109 HIV-1 clade C infected individuals. Results

were compared between the KBC method and the above machine learning methods. The ratio of

positive-variance to the no-variance instances for this dataset was 450:640. Remarkably, KBC

performed better than all models to predict sequence variance in the high-mannose patch

(Table 2.3).

Table 2.3 Prediction of variance in the high-mannose patch of Env by KBC and other

algorithms.

Clade Method Balanced Accuracya Accuracy Precision Recall F1 Score

Clade C

KBC 0.65 (±0.05) 0.69 (±0.05) 0.67 (±0.08) 0.47 (±0.05) 0.55 (±0.08)

DT 0.59 (±0.05) 0.63 (±0.07) 0.54 (±0.07) 0.39 (±0.21) 0.43 (±0.17)

RF 0.59 (±0.02) 0.63 (±0.03) 0.60 (±0.05) 0.34 (±0.13) 0.42 (±0.10)

QDA 0.60 (±0.02) 0.63 (±0.04) 0.57 (±0.02) 0.39 (±0.16) 0.45 (±0.12)

LDA 0.58 (±0.04) 0.62 (±0.06) 0.54 (±0.07) 0.39 (±0.17) 0.44 (±0.13)

NB 0.61 (±0.06) 0.63 (±0.08) 0.54 (±0.08) 0.52 (±0.21) 0.52 (±0.14)

ADA 0.50 (±0.05) 0.44 (±0.04) 0.42 (±0.02) 0.88 (±0.09) 0.56 (±0.02)

LogReg 0.57 (±0.06) 0.61 (±0.04) 0.55 (±0.07) 0.33 (±0.20) 0.38 (±0.15)

SVM 0.58 (±0.04) 0.62 (±0.06) 0.56 (±0.06) 0.35 (±0.23) 0.40 (±0.17)

Clade B

KBC 0.65 (±0.02) 0.74 (±0.02) 0.68 (±0.06) 0.39 (±0.03) 0.50 (±0.04)

DT 0.60 (±0.05) 0.70 (±0.02) 0.61 (±0.03) 0.29 (±0.16) 0.36 (±0.16)

RF 0.62 (±0.00) 0.72 (±0.00) 0.61 (±0.02) 0.35 (±0.02) 0.45 (±0.01)

QDA 0.63 (±0.01) 0.73 (±0.01) 0.64 (±0.03) 0.36 (±0.02) 0.46 (±0.02)

LDA 0.64 (±0.01) 0.72 (±0.01) 0.61 (±0.01) 0.40 (±0.04) 0.48 (±0.03)

NB 0.67 (±0.04) 0.70 (±0.03) 0.53 (±0.05) 0.59 (±0.07) 0.56 (±0.06)

ADA 0.41 (±0.05) 0.29 (±0.02) 0.28 (±0.03) 0.74 (±0.14) 0.40 (±0.05)

LogReg 0.64 (±0.02) 0.72 (±0.01) 0.61 (±0.02) 0.39 (±0.05) 0.47 (±0.03)

SVM 0.63 (±0.02) 0.70 (±0.02) 0.55 (±0.03) 0.41 (±0.01) 0.47 (±0.02)

a Standard deviation values are indicated in parentheses

To validate these results, we examined the ability of KBC to predict variance in a second

independent panel of sequences derived from individuals infected by HIV-1 clade B. This clade is

the most prevalent in the United States and Europe [60]. Sequences from 191 patients were tested
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Figure 2.6 Side view of the cryo-EM structure of HIV-1 Env (PDB ID 5FUU). Positions in

the CD4-binding site contacted by antibodies 3BNC117 and VRC01 are shown

as spheres and labeled.

to predict variance at the multi-position high-mannose patch using the different algorithms.

Consistent with the data shown for clade C, the performance of KBC was superior, albeit

modestly, to that of the other algorithms (Table 2.3). The ratio of the positive-variance class to

the no-variance class for the clade B dataset was 621:1289.

We further expanded our studies to test a second clinically significant domain of the Env

protein, namely the CD4-binding site. This domain interacts with the receptor for the virus,

which allows entry of the viral genome into the cell [65]. Since this site is conserved among

diverse HIV-1 strains, it also serves as a target for multiple therapeutics, including the small

molecule Fostemsavir [39] and antibody therapeutics VRC01 and 3BNC117 [38, 41]. We tested a

combination of the 23 positions that serve as the contact sites for both antibodies VRC01 and

3BNC117 (Figure 2.6). We applied the same procedure explained for the high-mannose patch

positions to combine the positions of the CD4-binding site.
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Table 2.4 Prediction of variance in the CD4-binding site of Env using KBC and other

algorithms

Clade Methods Balanced Accuracya Accuracy Precision Recall F1 Score

Clade C

KBC 0.71 (±0.01) 0.85 (±0.01) 0.81 (±0.07) 0.45 (±0.03) 0.58 (±0.02)

DT 0.61 (±0.13) 0.76 (±0.03) 0.32 (±0.23) 0.34 (±0.42) 0.25 (±0.25)

RF 0.56 (±0.04) 0.76 (±0.03) 0.49 (±0.08) 0.19 (±0.18) 0.22 (±0.14)

QDA 0.59 (±0.07) 0.75 (±0.04) 0.50 (±0.08) 0.29 (±0.28) 0.28 (±0.15)

LDA 0.69 (±0.11) 0.79 (±0.03) 0.59 (±0.09) 0.50 (±0.31) 0.46 (±0.19)

NB 0.67 (±0.09) 0.73 (±0.09) 0.45 (±0.11) 0.58 (±0.31) 0.45 (±0.16)

ADA 0.46 (±0.18) 0.62 (±0.24) 0.44 (±0.29) 0.15 (±0.10) 0.20 (±0.14)

LogReg 0.65 (±0.12) 0.79 (±0.01) 0.56 (±0.04) 0.39 (±0.33) 0.38 (±0.21)

SVM 0.64 (±0.11) 0.76 (±0.03) 0.50 (±0.06) 0.43 (±0.35) 0.37 (±0.16)

Clade B

KBC 0.69 (±0.02) 0.89 (±0.01) 0.78 (±0.02) 0.40 (±0.04) 0.53 (±0.04)

DT 0.54 (±0.02) 0.82 (±0.02) 0.33 (±0.02) 0.13 (±0.08) 0.17 (±0.10)

RF 0.53 (±0.02) 0.82 (±0.03) 0.35 (±0.18) 0.11 (±0.05) 0.15 (±0.06)

QDA 0.56 (±0.03) 0.82 (±0.04) 0.42 (±0.16) 0.17 (±0.11) 0.21 (±0.09)

LDA 0.58 (±0.05) 0.82 (±0.01) 0.38 (±0.05) 0.24 (±0.13) 0.28 (±0.10)

NB 0.64 (±0.08) 0.75 (±0.10) 0.34 (±0.14) 0.47 (±0.21) 0.37 (±0.13)

ADA 0.48 (±0.03) 0.17 (±0.02) 0.15 (±0.01) 0.93 (±0.10) 0.26 (±0.02)

LogReg 0.56 (±0.04) 0.84 (±0.00) 0.42 (±0.05) 0.17 (±0.10) 0.23 (±0.11)

SVM 0.55 (±0.04) 0.82 (±0.03) 0.35 (±0.15) 0.17 (±0.11) 0.21 (±0.10)

a Standard deviation values are indicated in parentheses

The ratio of positive-variance to the no-variance classes for the CD4-binding site dataset was

685:3708 and 557:1950 for clades B and C, respectively. The performance of KBC was compared

with all other algorithms tested above. Interestingly, the performance of the KBC algorithm was

considerably higher than that of other algorithms (Table 2.4). For positions in the CD4-binding

site, the increase in performance was better than that observed for positions in the high-mannose

patch (Table 2.3). Comparison of the results in Table 2.3 and Table 2.4 shows that the variability

of the estimates was considerably lower when we analyzed a group of positions rather than

individual positions. Thus, for the CD4-binding site, the standard deviation in accuracy, balanced

accuracy, recall, and F1 score obtained by KBC is the smallest among all other models for clade

C. Indeed, KBC shows higher point estimates as well as smaller standard deviation values for the

estimates.

Taken together, these findings show that when Env positions are tested individually, KBC

outperforms other algorithms for most (but not all) positions. Nevertheless, this algorithm shines
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in its performance when tested with a combination of positions that describe the complex

(multi-position) target sites of the therapeutics on the Env protein.

2.4.3 KBC Hyperparameters Analysis

We examined the effects of two important hyperparameters of the KBC model on its

performance. Data that describe variance patterns in the high-mannose patch were used. To

evaluate the performance, we used the balanced accuracy metric. We explored the effect of one

hyperparameter while maintaining the rest at a constant level. We used 20 decision trees

(M=20); for each, we picked 4 features randomly (f=4), and the maximum depth was set to be 4.

The OOB weight was fixed for both experiments at its default value, 0.632.

First, we explored the effect of the minimum acceptance threshold (δ). For this experiment,

the number of neighbors was set to 10. The experiment was conducted with a variety of

thresholds from 0 to 1, and the balanced accuracy was calculated. We observed that for the clade

B dataset, increasing the minimum acceptance threshold improved the performance of the KBC

model (Figure 2.7A). For the clade C dataset, the performance also increased gradually; however,

it peaked at a threshold of 0.65, followed by a modest reduction (Figure 2.7B). These findings

suggest that increasing the value for δ results in an overall increase in performance due to the

higher confidence in the set of selected classifiers. However, in some cases, further increases in δ

may result in loss of useful learners that can reduce overall performance.

We also explored the effect of the neighborhood size on the performance of the KBC

algorithm. Here we used δ=0.8 as the minimum acceptance threshold. Different numbers of

neighbors (ranging between 1 and 100) were tested to examine the effect of neighborhood size on

the performance of the model. We observed that for both clades B and C, increasing the number

of neighbors up to approximately 15 or 20 increased the performance (Figure 2.7C, and D).

Further increases in the neighborhood size decreased the performance in clade B, whereas it did

not impact clade C. These findings suggested that a neighborhood size of approximately 15 is
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Figure 2.7 (A) Effect of the minimum acceptance threshold on the balanced accuracy using

data that describe variance patterns in the high-mannose patch in clade B (B)

Effect of the minimum acceptance threshold on the balanced accuracy using

data that describe variance patterns in the high-mannose patch in clade C,

(C) Effect of the neighborhood size on the balanced accuracy using data that

describe variance patterns in the CD4-binding site in clade B, and (D) Effect

of the neighborhood size on the balanced accuracy using data that describe

variance patterns in the CD4-binding site in clade C.

optimal for the data that describe variance patterns in high-mannose patch given the above

hyperparameters.

2.4.4 Effect of Base Learners in the KBC Algorithm

As a further analysis, we examined whether the choice of base learner in the KBC algorithm

affects the overall performance of the method. To this end, we used logistic regression and Näıve

Bayes (separately) as the base learners. We evaluated the KBC method using data from HIV-1

clade C that describe variance patterns in the high-mannose patch and the CD4-binding site.

These results were compared with the results obtained using decision tree as the base learner. In
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this experiment, we kept the structure of the KBC algorithm as before, with the exception that

for each trial a homogenous set of base learners from one type was utilized (i.e., decision tree,

logistic regression, or Näıve Bayes). For the tuning process and for the KBC with logistic

regression as the base learner, we incorporated the hyperparameter C, which is the inverse of the

regularization strength. For the KBC method with Näıve Bayes as the base learner, no

hyperparameter was added to the KBC’s hyperparameter list.

Figure 2.8 Performance of the KBC algorithm using decision tree, logistic regression, and

Näıve Bayes as the base learners with data from HIV-1 clade C that describe

variance patterns in the high-mannose patch (A) and the CD4-binding site (B).

Error bars indicate standard deviation.

Results of the above tests are shown in Figure 2.8. For the high-mannose patch (Figure 2.8A),

decision tree yielded modestly higher point estimates for accuracy and precision, whereas Näıve

Bayes showed modestly better recall and F1 score. However, these differences were not

statistically significant (see error bars in Figure 2.8). Therefore, for this dataset, the choice of

base learner did not impact the performance of the KBC method. For the CD4-binding site

(Figure 2.8B), decision tree and logistic regression performed equally well as the base learners and

were both better than Näıve Bayes in accuracy and precision metrics. Similar to the

high-mannose-patch data, the recall was better for Näıve Bayes; however, this improvement was

not sufficient to counterbalance the considerably lower precision, resulting in an F1 score for

Näıve Bayes that was modestly smaller than that of decision tree and logistic regression.
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In summary, KBC is a general framework in which any choice of base learners can be used. As

shown in Figure 2.8, the choice of base learner may affect the performance of the KBC algorithm.

These effects are likely specific for each problem. In this study, we utilized decision tree as the

base learner due to its speed and performance that was at least as good as other options.

2.5 Conclusions

Many viruses, including HIV-1, exhibit a high error rate during their replication [66, 67]. New

variants of their proteins are continuously generated in the host. The ability to create diversity

allows viruses to rapidly adapt to selective pressures, including antiviral therapeutics. The first

step in the emergence of resistance is the appearance of sequence variance at a position of the

viral protein targeted by the therapeutic. Variance patterns across the Env protein seem random

and are thus considered unpredictable. In these studies, we examined whether positions that

exhibit sequence variance are spatially clustered on the three-dimensional structure of the HIV-1

Env protein. Specifically, we tested whether the absence or presence of sequence variance at any

position of Env in a patient can be predicted by variance at adjacent positions on the protein. To

address this question, we developed a new dynamic ensemble selection algorithm based on

bootstrap resampling.

We used the KBC method, which defines the neighborhood of a new data point using the

KNN algorithm. Specifically, for each position of interest, KBC defines the neighborhood by

identifying observations that have similar feature vectors (i.e., a similar variance profile of the 10

adjacent positions). We then selected the k-best classifier(s) within that neighborhood based on a

weighted score procedure. By comparing each classifier’s score with a minimum acceptance

threshold, we obtain the set of best classifiers to predict the class label for each new instance. The

dynamism, along with the specific design, resulted in a flexible approach that is not constrained

to select a constant number of learners every time it wants to classify a new observation.

Therefore, based on the performance of the learners, only those classifiers surpassing an explicit

expectation are chosen; this results in an improvement in the overall performance. The novelty of



37

this algorithm is in the dynamic classifier selection mechanism, in which we designed a weighting

procedure to evaluate each classifier’s performance within a neighborhood of an instance and

decide if the classifier is good enough to classify the observation. This approach is based on

bootstrap resampling, which creates out-of-bag samples that can be used along with the

resampled data in the classifiers’ evaluation process.

We applied the algorithms to predict the level of variance at individual positions of Env based

on variance at adjacent positions on the molecule. Results were compared with a variety of

state-of-art methods, such as the Adaboost, Näıve Bayes, logistic regression, linear and quadratic

discriminant analysis methods, and SVM. Overall, the KBC algorithm predicted the absence or

presence of variance better than the above machine learning tools. Interestingly, performance

varied with the domain of Env tested. Only modest enhancement of performance by the KBC

method was observed for the high-mannose patch of Env, whereas dramatic enhancement was

observed for the CD4-binding site. Improvement in all classification metrics was observed.

Importantly, KBC showed considerable improvement for predicting variance at multi-position

features. We tested two Env domains targeted by therapeutics; the CD4-binding site and the

high-mannose patch of Env (composed of 23 and 10 positions, respectively). Both domains

constitute targets for multiple HIV-1 therapeutics [54, 55, 38, 56, 41, 57, 58]. These antibody

footprints on Env were analyzed using sequence data from patients infected by HIV-1 clades B

and C, which were analyzed separately. For both domains and in both clades, the absence or

presence of variance was predicted better using KBC than other algorithms. These results are

highly encouraging since therapeutics do not recognize single positions but rather multi-position

footprints on the protein; a change at any position can reduce binding of the agents and increase

clinical resistance [62, 63, 68]. The ability to predict the variance in a given domain based on the

adjacent sites suggests that if these associations are stable over time, they may provide insight

into future changes that may occur based on the current patterns of variance in the patient.

Interestingly, for small datasets (e.g., analysis of single Env positions), KBC exhibited high point

estimates but also high variability. By contrast, using larger datasets (e.g., multi-position
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targets), KBC exhibited both higher estimates and also smaller variability compared to the other

algorithms. This finding suggested that the KBC model works better with large datasets.

We observed that despite using homogenous and simple learners, KBC competes well with

even sophisticated algorithms such as SVM, Adaboost, and discriminant analysis techniques. We

also evaluated the effects of using logistic regression and Näıve Bayes as the base learners.

Differences in the performance of KBC with each of these base learners were explored. Our

results suggested that the choice of base learner may impact the overall performance; however,

the effects are likely specific for each problem. We selected to focus most of our studies on

decision tree as the base learner because of its relative speed and its performance, which was at

least as high as that of the other options. Nevertheless, we note that by using more advanced

methods as the base learner and by increasing diversity using a pool of different methods, KBC

may exhibit even higher performance, which can be explored in future studies.

It should be noted that this study is subjected to a few limitations which suggest future

research directions. First, the entire training dataset needs to be scanned for every new instance

to find the neighbors with KNN. This may lead to computational intractability for very large

datasets. Innovative methods for defining the neighborhood can be studied to improve efficiency.

An example of such methods could be clustering algorithms that group similar instances into the

same clusters [31]. Then, for each new observation, one can find the most similar cluster to the

new data point and evaluate the classifiers within that neighborhood. Second, although the

algorithm is capable of accommodating various configurations for the base learners, adding a high

number of sophisticated methods can result in an increase in the training time for the model.

Therefore, optimizing the choices for base learners would be necessary to balance running time

with classification performance. Finally, we observed that for small datasets, KBC shows higher

variability for the estimates compared to the other machine learning techniques. To address this

issue, one may incorporate variance reduction techniques in the algorithm to decrease the

variability for an estimate of interest such that it can be used for datasets with few observations.
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3.1 Abstract

As of November 2021, more than 27 million people have been hospitalized, and about 7

million individuals have been admitted to intensive care units (ICU) due to Covid-19 in the

United States. This leads to a long-stay increase for ICU beds that are near or at capacity. In

these circumstances, predicting ICU needs for patients as early as possible is critical since

hospitals can better manage the resources and ultimately save more lives. In this study, we

propose a novel stacking-based classification method named Stacked Ensemble using Regional and

Neighborhood Assessment (SERNA) that can predict the ICU need using the data for the first 2

hours of admission. The proposed method is a four-stage algorithm: in the first three stages, new

sets of features are created to generate connections between a data point and the performance of

base learners in the vicinity of that data point. In the last stage, the generated features are fed

into a meta-learner so that it can strategically give higher weights to the strong learners while

discarding or giving lower weights to the weaker ones. We implemented the proposed model based

on the Covid-19 ICU admission data. The performance of the proposed model was compared with

that of the base learners employed within the model. SERNA model improved accuracy by 5%,
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precision by 3%, recall by 19%, F1 score by 9%, and AUC by 5%. Compared to the previous

studies, SERNA demonstrated a 13% improvement in recall while using only the data for the first

2 hours after admission instead of 12 or 24 hours utilized in other studies, saving at least 10 hours

of reaction time.

3.2 Introduction

Severe acute respiratory syndrome coronavirus 2 (Sars-CoV-2) emerged in December 2019 as

a threat to public health, and in March 2020, the World Health Organization (WHO) declared it

as a global pandemic [1]. Based on John Hopkins University Coronavirus Resource Center’s

estimations, about 48 million individuals were infected with Covid-19 [2], more than 27 million

people have been hospitalized, and about 7 million individuals have been admitted to ICU as of

the end of November 2021 in the United States [3]. Between May and August 2020, 1,754 out of

8,013 (about 22%) Covid-19 cases visited emergency departments [4]. In such critical periods, the

need for ICU increases significantly, and hospitals are near or at capacity. Therefore, it is critical

to identify patients in need of ICU using the patient’s information early in the initial hours of

reception. This is essential for hospitals to prioritize individuals based on the likelihood of ICU

admission and better utilize the resources to save lives.

In this paper, we propose a staking-based classification method that can predict whether a

patient needs ICU or not based on the patient’s information collected within the first 2 hours of

admission. Multiple studies have been conducted to predict ICU admission. They used different

machine learning tools to predict the ICU need such as decision tree [5], Random Forest (RF)

[6, 7, 8, 9], logistic regression [10, 11, 12, 13], boosting methods [7, 9, 12], support vector machines

(SVM) [9], and artificial neural networks [7, 9]. In this study, a novel classification algorithm has

been proposed that incorporates state-of-art methods as the base learners to generate new and

informative features. It then feeds the generated features into a meta-learner to improve the

classification results.
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It should be noted that the data used in different studies are collected within different time

intervals of admission. Cheng et al. worked on the prediction of ICU transfer on the first day of

admission [6]. In another study, data from the first 24 hours after admission was used to make the

prediction [12]. Jimenez-Solem improved this interval by using the first 12 hours to predict the

ICU admission [8]. To improve the timeliness of prediction, in our study, we only used the first 2

hours after admission to predict the need for ICU. This significant time saving can help to

manage the resources better and eventually save more lives.

In the literature, there are variations in terms of the objective and the set of features used in

different studies. Research objectives besides the ICU admission have been considered, such as

predicting mortality [10, 7, 8, 12, 13], the long-term stay [10], and ventilation use [7, 8, 12]. In

addition, the set of features applied in each study was different. Cheng et al. used

socio-demographic characteristics, time-series data of vital signs, laboratory results,

electrocardiograms, and condition information about patients in nursing notes [6], while Paranjape

et al. only incorporated socio-demographic characteristics, comorbidities, and clinical variables

[11]. Eskes et al. used respiratory conditions in addition to the socio-demographics, comorbidities,

vital signs, and laboratory tests results [10]. The dataset used for this study includes features

such as demographic information, vital signs, blood biomarkers, and history of previous diseases.

The foundation of the proposed method is the stacked generalization, and the novelty lies in

the design of the procedures that extract the new and informative set of features quantifying the

performance of each base learner in the vicinity of a data point. In the following, we describe

resemblances and differences between the proposed method and other relevant studies.

The incorporation of multiple base learners is one of the common aspects of stacking-based

models. The pool of base learners can be homogenous [14] or heterogeneous [15]; large as in [16],

where authors used SVM, K-nearest neighbors (KNN), random forest, gradient boosting decision

tree, decision tree, logistic regression, and MLP, or small as in [17] where only random forest,

logistic regression, and KNN were considered. In our study, we incorporate a set of heterogeneous

learners, including extra tree classifier (ETC), Adaboost (Ada), random forest (RF), linear



50

discriminant analysis (LDA), and logistic regression (LogReg). We selected these models based on

our preliminary analysis.

There have been studies using clustering techniques to divide the space into partitions and

training several models for each partition [14, 18]. However, we incorporated multiple clustering

techniques to find the performance of the base learners in different subspaces. The reason to use

multiple clustering techniques in our model is to obtain different groupings based on different

similarity definitions. The other key difference is that the base learners in our study are trained

on the whole training set rather than being trained locally. It is because we are not looking for

learners that are performing well locally, but understanding in which parts of the sample space a

base learner is performing well so that the meta-learner can emphasize (i.e., give higher weights to

its prediction) when the observation is located in that region.

One of the other mutual aspects of stacking-based models is applying a meta-learner to

aggregate the generated results obtained from the base learners. The choice of meta-learner can

differ based on the needs and application. The meta-learner can be MLP [14, 19], boosting

methods [15, 16], or SVM [17]. In this study, we designed the algorithm with the choice of MLP

as the meta-learner since it can learn intricate interactions between the generated features.

The contributions of this study can be summarized as follows:

• We developed a novel classification model capable of predicting the need for ICU for a

patient using only the data for the first two hours of admission

• We introduced a procedure to automatically generate new sets of informative features for

the meta-learner that quantifies the performance of each base learner within a region;

• We designed a procedure that enables the meta-learner to make a connection between the

location of a data point and the performance of each base learner in that area through the

regional and neighborhood assessment procedures.

This paper is organized as follows: In Section 3.3, first, we explain the dataset used in this

study and the data preparations applied. We then describe the method in detail and show how
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the model generates different sets of features for the meta-learner. The hyperparameter tuning

procedure is explained at the end of this section. In Section 3.4, we show the numerical results

and discuss how these findings show improvement compared to the base learners and also previous

studies. Finally, Section 3.5 concludes with a summary of findings and the future directions.

3.3 Materials and Method

In this section, first, we describe the dataset and the different groups of features used in this

study. Then, we explain the preprocessing steps applied to prepare the data for the training

phase. Finally, we explore the method and different stages of training the model and also the

prediction procedure.

3.3.1 Data

This study uses the public anonymized data from Hospital Śırio-Libanês, São Paulo and

Brasilia, which is available on the Kaggle website [20]. The dataset has 235 features, including

patient demographics, previous diseases, blood biomarkers, and vital signs. As discussed, this

study aims to predict the need for ICU for hospitalized COVID-19 patients. Hence, the target

variable (i.e., ICU admission) is binary. Regarding the patient demographic characteristics, we

have the age and gender information for each patient. In this dataset, there are two features

corresponding to age: a binary feature indicating whether a patient is over 65 or not and another

variable corresponding to the patient’s age percentile. Figure 3.1. shows the bar plot of

individuals admitted to ICU based on their age percentile. As we can see, there was an increasing

trend in ICU admission with respect to the age percentile.

There are nine attributes that correspond to different diseases in this dataset, two of which

are hypertension and immunocompromised diseases. In addition, there are 36 blood biomarkers in

this dataset, such as Calcium, Potassium, Glucose, Sodium, Hemoglobin, Lactate, Hematocrit,

and free fatty acids (FFA). Figure 3.2 visualizes the boxplot for those admitted and not admitted
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Figure 3.1 Bar plot of individuals admitted to ICU based on age percentile

to ICU for eight well-known blood biomarkers. A two-sample Kolmogorov-Smirnov test is applied

for each to examine whether the distribution of two groups differs significantly or not.

Another group of critical attributes in our data is the vital signs. We have six variables

corresponding to the vital signs: systolic and diastolic blood pressure, heart rate, respiratory rate,

body temperature, and oxygen saturation. The mean, median, maximum, minimum, range, and

relative range for each variable are available in the dataset. It is worth mentioning that all

variables in the dataset are pre-standardized.

Figure 3.3 shows violin plots for the maximum values of 6 vital signs. We performed a

two-sample Kolmogorov-Smirnov test to examine the difference in the distribution of those

admitted and not admitted to ICU.

The blood biomarkers and vital signs are recorded at the beginning of the patients’ admission

and for some intervals afterward. In this regard, several time windows are defined, which can be

one of the [0, 2], [2, 4], [4, 6], [6, 12], or 12+. Each interval refers to the number of hours after

admission. We only used the data for the interval between 0 to 2 hours after admission in our

study.
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Figure 3.2 Comparison of the mean observed values of the blood biomarkers for the pa-

tients admitted or not admitted to ICU, labeled as Yes or No, respectively. (ns,

non-significant; *,p ≤ 0.05; **,p ≤ 0.01; ***,p ≤ 0.001; ****,p ≤ 0.0001).

3.3.2 Data Preprocessing

To prepare the data for the modeling and analyses, we applied multiple data preprocessing

steps, which are detailed in this section. One of the variables in this study is the age percentile

which is a categorical variable. Therefore, we converted this variable to binary attributes using

dummy variables. According to the dataset description, some variables may not be recorded when

the patient’s condition is stable. Therefore, a forward-fill approach was used to impute the

missing values for blood biomarkers and vital signs.

As mentioned in the previous part, patients’ information was recorded in specific time

intervals. The ICU admission attribute shows if the patient has been transferred to ICU in that

window. We defined a new variable to specify whether the patient has been transferred to the

ICU or not regardless of the transmission time. Then, since our goal was to predict the ICU need,

we removed any record with the initial ICU admission variable showing the patient is in the ICU.

We kept only the records within the interval [0, 2] since our objective is to identify patients who

need ICU, in the shortest time possible.
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Figure 3.3 Comparison of the maximum observed value of the vital signs for the patients

admitted or not admitted to ICU, labeled as Yes or No, respectively. (ns,

non-significant; *,p ≤ 0.05; **,p ≤ 0.01; ***,p ≤ 0.001; ****,p ≤ 0.0001).

3.3.3 SERNA Algorithm

In this section, we explain the details of the SERNA algorithm. SERNA’s foundation is based

on the stacked generalization technique. First, the model utilizes a set of learners for initial

prediction and then feeds their results to a new learner called meta-learner for final prediction. In

the SERNA algorithm, not only we use the prediction results obtained from the base learners, but

also, we create a procedure by which the performance of base learners in different parts of the

sample space is evaluated. The output of this procedure is then fed into the meta-learner along

with the base learners’ prediction results.

Training the SERNA algorithm requires four stages: 1) Training base learners, 2)

Neighborhood assessment, 3) Regional assessment, 4) Meta-learner training. Figure 3.4 is a

flowchart that illustrates the process of training the SERNA model. First, we use PCA to make

the variables uncorrelated and then train the base learners with the new features. We apply

Bayesian optimization to tune the hyperparameters of each base learner. In the next step, for
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each data point in the training set, we find a neighborhood using KNN and evaluate each base

learner within that neighborhood. The other set of features is generated using regional

assessment. To do so, first, we divide the sample space into subspaces or clusters of similar data

points using different clustering methods. Then, within the region of each clustering method, we

evaluate the base learners. In the last step, the predicted probabilities, neighborhood evaluations,

and regional assessments are aggregated using an MLP model, and final predictions are made.

Figure 3.4 Flowchart of the training procedure for the SERNA model

Figure 3.5 shows the prediction flowchart, which is slightly different from the training process.

We create a performance database called training information (TI) during the training phase.

The TI includes information regarding the regions created by different clustering methods, the

performance of base learners within each region, and the predicted probabilities of the training

observations obtained from each base learner. For a new data point in the test set, first, we use
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the trained base learners to predict the probability of ICU admission. Then, we find the neighbors

from the training set and evaluate the learners within that neighborhood according to the

metric(s) of interest. In the next step, we find the most similar region or cluster of observations to

that data point and retrieve the performance of each base learner in that region from the TI

database. This set of procedures provides the newly created features to the trained meta-learner

for prediction. In the following, we discuss each step of the SERNA algorithm in more detail.

Figure 3.5 Flowchart of the predictive procedure for the SERNA model

Stage I: Base Learners Training

Similar to any stacked ensemble classification method, a group of base learners is incorporated

at this step to produce the initial set of predictions. In this study, we used five heterogeneous base

learners: extra tree classifier (ETC), Adaboost (Ada), random forest (RF), linear discriminant

analysis (LDA), and logistic regression (LogReg). Before training the models, we applied

principal component analysis (PCA), which helps us remove the correlation between the variables.

Instead of using the crisp 0 and 1 class label predictions, we utilized the probability of ICU

admission since it gives more flexibility to the meta-learner for final prediction later on. We then
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use these probabilities as the input to the meta-learner and also for the regional and 

neighborhood assessments. In general, if we have a training set Xtrain with N observations, and a 

pool of base learners B with |B| base learners in it, then the output of this stage in the training 

phase will be the matrix ΠN×|B| with elements πij representing the predicted probability for 

observation xi using learner j (i = 1, 2, . . . , N and j ∈ B).

To tune the hyperparameters of the base learners, we used Bayesian optimization, which is 

explained in more detail in the hyperparameters section.

Stage II: Neighborhood Assessment

In this part of the algorithm, we compute the base learners’ performances in the 

neighborhood of an observation. This way, we provide new information regarding each base 

learner to the meta-learner so that it can adjust its emphasis on each learner accordingly. In 

ensemble learning using majority vote, we treat all learners equally, while here, the meta-learner 

tries to distinguish between the base learners according to their performances.

To define the neighborhood, we need to know how s imilar each observation i s to the data 

point of interest. A common similarity metric is Euclidean distance. The smaller the distance, the 

more similar the two observations are. In this study, we used KNN to identify the neighborhood 

of an instance. The number of observations from the training set that we want to include as the 

neighbors, denoted as ℵ, is a hyperparameter that can be tuned later.

After specifying the neighbors for a data point, we evaluate the performance of each learner in 

the neighborhood defined. To distinguish between the metric(s) used in neighborhood assessment 

and the final metrics used for evaluating the overall performance of the model, we denote the 

former as Mn representing the set of neighborhood assessment metric(s). Here, |Mn| shows the 

number of metrics used for neighborhood assessment. In this study, we only used precision as the 

metric of interest for neighborhood assessment.

Newly created features from this procedure are denoted as pijk which represents the performance of 

learner j ∈ B, in the neighborhood of the data point xi (i = 1, 2, . . . , N), according to the metric 
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Stage III: Regional Assessment

In this section of the algorithm, we divide the sample space into groups of similar observations. 

Then by evaluating each base learner in different regions, we can understand how well each 

performs in different subspaces. For a new observation, based on the partition to which the data 

point most likely belongs, we can decide which learner was performing better in that area based 

on the performances obtained during the training phase.

One can use clustering techniques to define the regions, which put similar observations into 

the same cluster. In that sense, data points within a group are supposed to be very similar, while 

those in different groups share the least similarity. The way regions are defined plays a critical 

role in the performance evaluation results.

R denotes the set of region-definers or the clustering methods used to create the partitions. In 

this study, we applied various clustering techniques to include many region definitions. We used 

k-means [20, 20], agglomerative clustering [21], Density-Based Spatial Clustering of Applications 

with Noise (DBSCAN) [22], and fuzzy C-means [23]. Each clustering method tries to create the 

regions such that similar data points are grouped into the same clusters; however, the definition 

of similarity differs from one method to another. That’s why we utilized various techniques to 

extract as much information as possible.

For the k-means algorithm, we used the elbow method to find the best number of clusters 

where the decrease in inertia begins to slow.

Agglomerative clustering is a bottom-up clustering procedure. In the beginning, this method 

considers all data points as individual clusters; then, in sequential steps, the model finds the two 

closest clusters to merge till all observations are in one cluster [21]. In agglomerative clustering, 

the linkage criterion specifies how the dissimilarity between clusters is measured, and the model 

merges the pairs of clusters accordingly. Usually, there are four types of linkages: ward, complete, 

single, and average. The ward strategy minimizes the variance between clusters. The complete
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strategy minimizes the maximum distances between the observations within two clusters, while

the single linkage minimizes the minimum of the distances between those observations. Finally,

the average linkage method minimizes the average distances between the observations of two

clusters. The Euclidean distance is often used as the metric to calculate the linkage [21, 24]. The

number of clusters can be determined using a dendrogram that shows the merging process step by

step [25].

DBSCAN is capable of clustering data with arbitrary shapes in the presence of noise and

outlier [26]. This method has two main parameters: the minimum number of samples and epsilon.

The minimum number of samples is the number of samples in a neighborhood of a data point,

and epsilon is the maximum distance between two samples for one to be considered as in the

neighborhood of the other. The matrix of k-nearest neighbor distances is calculated to find the

optimum number of clusters. This matrix includes the average distance of each point to the

k-nearest neighbors. Then, the k distances should be plotted in ascending order. The knee in the

plot can be used as the optimum value for the epsilon.

Fuzzy C-means is a clustering technique that assigns a membership degree, between 0 and 1,

to each data point in a cluster. A higher membership degree represents a better match between

the point and the cluster. In this regard, the Fuzzy Partition Coefficient (FPC) is defined as a

metric to evaluate how well the model describes the data. The FPC is between 0 and 1, and

higher values are preferable. So, to find the best number of clusters using the fuzzy C-means

method, we plotted the FPC against the number of centers. Table 3.1 summarizes the number of

clusters used for each clustering technique.

Table 3.1 Number of clusters selected for each clustering method used in the SERNA

model

Method # of Clusters

k-means 3

Aglomorative Clustering 2

DBSCAN 2

Fuzzy C-means 2
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Milligan et al. evaluated different indices regarding the agreement between two clustering

results [27], and the adjusted Rand index (ARI) [28] is a metric that can be used in this regard. If

we have two clustering methods U with partitions u1, u2, . . . , ur, and V with partitions

v1, v2, . . . , vs, then, the ARI can be defined as Equation 3.1:
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where, n is the total number of data points, nij is the number of observations in partition ui

(according to method U) while they are assigned to the partition vj by method V , n(i.) is the

total number of observations in partition ui, and n(.j) is the number of observations in

vj(i = 1, 2, . . . , r and j = 1, 2, . . . , s).

This value is equal to 1 only if a partition is identical to the intrinsic structure and close to 0

if it is a random partition. Here, we don’t have access to the true clustering structure. Therefore,

in our case, ARI measures the consensus between the partitions created from different clustering

methods. The result of this analysis is shown in the results section.

After defining the regions, we evaluate the performance of base learners in each region. Mr is

the set of metric(s) used for regional assessment, with |Mr| as the size of this set. In this study,

we only used precision.

The output of this procedure is the newly created features denoted as Rc
ijkl representing the

regional performance of base learner j ∈ B, in region l (l = 1, 2, . . . , |c|, ∀c ∈ R), using clustering

method c ∈ R, for a data point xi, and according to the metric k ∈ Mr. Here, |c| is the size

(number of clusters or regions) for each clustering method c ∈ R.

Stage IV: Meta-learner Training

In this step, we feed all generated features into the meta-learner for final prediction. For the

choice of meta-learner, we used the multi-layer perceptron (MLP) model. The meta-learner uses

regional assessment, neighborhood assessment, and the predicted probabilities to find a

relationship between the performance of the learners and the position of data points in the sample
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space. This way, for classifying a new observation, the meta-learner can emphasize each base

learner accordingly. This phase can be considered the aggregation part since all information

extracted will be aggregated to predict the class labels.

An important point to consider in the SERNA algorithm is the number of features that we

want to generate for the meta-leaner. Table 3.2 shows the output and number of features

generated in each stage of the SERNA algorithm. For a general case with a pool of base learners

B, a set of region-definers R, neighborhood assessment metric(s) Mn, and regional assessment

metric(s) Mr, we can find the number of features for any data point xi (i = 1, 2, . . . , N) as shown

in Table 3.2.

Table 3.2 Output and number of generated features at the first three stages of the SERNA

algorithm

Stage Outputs # of Generated Features

I πij |B|
II pijk |B| · |Mn|
III Rc

ijkl |B| · |Mr| ·
∑

c∈R |c|

The total number of features can be calculated based on Equation 3.2.

|F| = |B| ·
(
1 + |Mn|+ |Mr| ·

∑
c∈R

|c|
)

(3.2)

where, |F| is the total number of generated features, and |c| is the size (number of clusters)

for each clustering method c ∈ R. Adding more base learners or increasing the number of

clustering methods can rapidly increase the |F|. Therefore, choosing the proper structure for the

SERNA algorithm is critical.

3.3.4 Hyperparameters

SERNA has a group of hyperparameters that can be tuned for the best results. The first set

of hyperparameters is related to the base learners. Depending on the choice of base learners, the

group of hyperparameters differs. Table 3.3 summarizes the hyperparameters considered in our

study based on the selection of base learners. In order to tune the hyperparameters of the base
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learners, we used Bayesian optimization in the training phase. The Bayesian function uses the

train set to find the best hyperparameters for each base learner. We maximized recall in the

objective function to find the best set of hyperparameters. The number of iterations was set to

250 for each base learner, and we used 5-fold cross-validation to estimate learners’ performance.

Table 3.3 Hyperparameters of the base learners used in SERNA model

Method Hyperparameters Range/Choices

ETC

Number of estimators [5, 200]

Max features to split {square root, log}
Min fraction of samples required to split (0, 1)

Ada
Number of estimators [5, 200]

Learning rate (0, 0.5)

RF

Max depth of tree [1, 40]

Max features to split {square root, log}
Min fraction of samples required to be at a leaf node (0, 1)

Number of estimators [5, 200]

LDA
Solver {Singular value decomposition, Least-squares solution, Eigenvalue decomposition}
Shrinkage (0, 1)

LogReg

Solver

{Newton-CG,

Limited-memory Broyden–Fletcher–Goldfarb–Shanno

(LBFGS),

Coordinate descent algorithm, Stochastic Average Gradient descent (SAG),

SAGA (extension of SAG)}
Penalty {L-1, L-2, elastic net, no penalty}
C (0, 10)

There is another set of hyperparameters that is related to the meta-learner. In Table 3.4, the

hyperparameters that are used to tune the MLP model are shown.

Table 3.4 Hyperparameters of the meta-learner (MLP model)

Hyperparameter Range/Choices

Number of hidden layers {1, 2, 3}
Number of nodes in hidden layers [10, 30]

Learning Rate [0.0001, 0.15]

Optimizer {Adam, SGD}

3.4 Results and Discussions

In this section, we discuss the results and analyses of the proposed model. First, we describe

the clustering outputs and assess the dissimilarity between different methods used for clustering.

Then we delve into the main results, including the set of comparisons between the SERNA model

and the base learners. We compare our study against other related studies in the final section.
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3.4.1 Region Creation

We start with an overview of the region creation results. As mentioned earlier, we used four

clustering methods to create the regions so that the algorithm can evaluate the performance of

the base learners within different regions and use this information to emphasize better learners for

predicting the class label of unseen data. We used ARI to examine dissimilarity in our clustering

outputs. Figure 3.6 shows the ARI values for different pairs of methods with darker colors

indicating less similarity between the clustering outputs for the two methods.

Figure 3.6 Calculated ARI values for different clustering methods

We can observe that k-means generates the most dissimilar outputs compared to other

methods. The least dissimilarity is observed between the agglomerative clustering and fuzzy

C-means methods with the ARI value greater than 0.9. However, each method alone generates

dissimilar clustering results when it is compared with the rest. This difference in how each

method creates the regions helps feed additional information regarding the location of a data

point and base learner’s performance in that region to the meta-learner for final prediction.

Optimizing this set can improve the overall performance, which is suggested in the conclusion

section as a future research direction.

To show the clusters in 2 dimensions, we used T-distributed Stochastic Neighbor Embedding

(T-SNE) [29]. Figure 3.7 shows the T-SNE output for different clustering methods. Here, we can

see how data points are grouped differently based on each method.
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Figure 3.7 Visualization of the clusters defined by each method in 2 dimensions using

T-SNE; k-means (A), agglomerative clustering (B), fuzzy c-means (C), and

DBSCAN (D).

3.4.2 Model Performance

In this section, we compare the performance of the SERNA algorithm with that of the

individual base learners. For our comparisons, we used the metrics shown in Equations 3.3, 3.4,

3.5, and 3.6.

Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(3.3)

Precision =
tp

tp+ fp
(3.4)

Recall =
tp

tp+ fn
(3.5)

F1 score =
2× Precision×Recall

Precision+Recall
(3.6)

(3.7)

• tp: Number of patients admitted to ICU that are predicted as individuals in need of ICU.

• fp: Number of patients not admitted to ICU that are predicted as individuals in need of

ICU.
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• tn: Number of patients not admitted to ICU that are predicted as individuals not in need of

ICU.

• fn: Number of patients admitted to ICU that are predicted as individuals not in need of

ICU.

Table 3.5 shows the evaluation results. We can observe that SERNA improved accuracy by

5%, precision by 3%, recall by 19%, F1 score by 9%, and AUC by 5%. The recall, which is a

crucial metric, drastically increased from 71% to 90%. It is clear that SERNA drastically

improved the results compared to the individual base learners.

Table 3.5 Comparison between the performances of SERNA and the base learners

Base learner Accuracy Precision Recall F1 AUC

RF 0.62 0.52 0.67 0.59 0.64

ETC 0.62 0.52 0.71 0.60 0.69

Ada 0.57 0.45 0.48 0.46 0.55

LogReg 0.66 0.56 0.71 0.63 0.73

LDA 0.70 0.60 0.71 0.65 0.75

SERNA 0.75 0.63 0.90 0.74 0.80

3.4.3 Comparison with other Studies

We compared our proposed method with respect to the time interval used to make the

predictions against other studies. Table 3.6 summarizes the results. Despite using a significantly

smaller period to predict the ICU need, we achieved higher performance compared to other

studies. In fact, not only we saved 10 to 22 hours, but also we improved the recall by 13%. Saving

this amount of time can help emergency units plan way in advance and manage resources such as

ICU beds more efficiently, and eventually saving more lives. On the other hand, the improvement

in recall helps better identify the patients in need of ICU.
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Table 3.6 Comparison between studies (metrics in %)

Study Best Model Period Recall AUC

Cheng et al, (2020) [6] RF 24 hrs 72.8 79.9

Patel et al, (2021) [9] RF 24 hrs 73.0 80.0

Wang et al, (2020) [12] RF 24 hrs 77.0 77.0

Jimenez-Solem et al, (2021) [8] RF 12 hrs - 72.1

Our Study SERNA 2 hrs 90.0 80.0

3.5 Conclusion

Since its emergence, Covid-19 has impacted the entire population of people around the world.

As of the end of November 2021, more than 27 million individuals were hospitalized, and about 7

million people were admitted to ICU due to Covid-19 in the United States. With the increase in

the number of hospitalization, the need for ICU beds also increases. This enforces the necessity to

have a reliable approach for identifying patients in need of ICU soon enough so that hospitals and

emergency units can better manage their resources to serve people in need of ICU and save more

lives.

In this study, we proposed a stacking-based classification technique, named Stacked Ensemble

using Regional and Neighborhood Assessment (SERNA), capable of identifying the ICU need for

hospitalized COVID-19 patients using only the data from the first two hours of patients’

admission. SERNA is a four-stage algorithm that automatically generates features for a

meta-learner, including the predicted probabilities, the evaluation of each base learner within the

neighborhood of a new data point and within the region to which the data point most likely

belongs. In fact, SERNA tries to create a connection between the location of observation in the

sample space with the base learners’ performances in the vicinity of that data point. Then it uses

the learned relationship to predict the class label of a new observation.

In the first stage, SERNA utilizes a pool of base learners to generate the probabilities for ICU

admission. Then, in the second stage, for a new data point, it finds the most similar instances

using KNN and evaluates the performance of each base learner within that neighborhood. In the

third stage, the model uses one or more region-definers (clustering methods) to create partitions



67

and evaluate each base learner within that partition. At the final stage, it feeds the predicted

probabilities, neighborhood assessments, and regional assessments to a meta-learner for final

predictions.

Using SERNA for predicting the ICU, we observed superior performance compared to the

base learners: extra tree classifier, Adaboost, logistic regression, random forest, linear

discriminant analysis. SERNA improved accuracy, precision, recall, F1 score, and AUC by 5%,

3%, 19%, 9%, and 5% respectively. Recall which is an important metric, reached 90%, which

shows the capability of the model to identify the patients in need of ICU. We also compared the

proposed method with other studies and showed that SERNA outperforms methods explored in

previous studies. As a result, we observed that recall improved by 13% while achieving the same

AUC as the best method in previous studies.

The proposed method has some limitations, which suggest future research directions. First,

the number of generated features with SERNA can grow very rapidly. Therefore, we need to

wisely choose the set of region-definers, assessment metric(s), and the pool of base learners.

Second, the choice of KNN for finding the neighborhood may slow down the training process,

especially for large datasets. As a future research direction, one can examine other methods to

find the neighborhood to increase the speed and improve the performance of the algorithm.

Third, we utilized a group of clustering methods for the regional assessment; however, this process

has not been optimized in our study. One can search for the smallest set of clustering methods

giving the highest amount of information to the meta-learner and hence, optimize the model. At

last, the idea of bootstrapping can be explored to obtain a better assessment of the learners in the

training phase.
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4.1 Abstract

Aging is often associated with a higher risk of dementia and progressive decline in different

cognitive domains. However, there exists a group of adults, called Super-Agers, with at least 80
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years of age, who have a comparable cognitive function to young adults. Studying Super-Agers,

and exploring neural differences between this group and normal Cognitive Decliners may

contribute to cognitive aging and mitigate Alzheimer’s Disease (AD). In this study, we proposed a

hybrid algorithm of machine learning and optimization that successfully distinguishes between

Super-Agers and Cognitive Decliners using rsfMRI data and demographics information. The

proposed algorithm, named Optimal Labeling using Bayesian Optimization (OLBO), uses an

iterative process to improve the labeling where the final goal is to maximize a classifier’s

performance. OLBO has an internal procedure for label assignment where it takes advantage of

cognitive test information. The parameters in the labeling procedure are tuned via Bayesian

optimization (BO). We compared the OLBO algorithm against two sets of baseline models:

univariate and multivariate random baseline models. In each univariate model, one cognitive test

pertinent to a specific time point is used to find the labels, whereas, in the multivariate model, all

cognitive tests are applied without any optimization. We showed that OLBO outperforms all

baseline models and reaches an AUC of 85% with a precision of 81%, accuracy of 78%, sensitivity

of 77%, and specificity of 79%.

4.2 Introduction

Aging is frequently characterized by a cognitive decline in several domains [1, 2]. The negative

association between age and performance of all cognitive areas like executive function, processing

speed, visuospatial skills, and particularly memory are well known [3, 4]. Furthermore, a

significant decline in episodic memory is shown in adults with Mild Cognitive Impairment (MCI)

and Alzheimer’s Disease (AD) [5, 6, 7]. Yet, there is substantial variation in how cognitive

function evolves in mid- and late-life adults. Some adults aged 80 years or older, called

Super-Agers, show cognitive performance that is similar to healthy middle-aged adults,

particularly for declarative memory [8, 9, 10, 11]. Similarly, we have recently found that roughly

20% of middle-aged to early-aged adults in UK Biobank show gains over time in fluid intelligence,

a form of executive function strongly impacted by aging [12]. Cognitive health is considered an
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important factor in successful aging [13]. Therefore, it is necessary to investigate the neural

correlates of younger Super-Agers, to determine how brain structure and function differ compared

to cognitively unimpaired adults who nonetheless show age-related cognitive decline.

Some neuroimaging studies focused on Super-Agers have examined regional brain volumes in

areas mostly related to memory. Super-Agers aged 80 years or older, based on superior episodic

memory, showed minimal differences in cortical thickness compared to middle-aged adults.

Moreover, compared to age-matched controls, Super-Agers had more regional cortical thickness in

areas critical for memory consolidation and retrieval, including the precuneus, the posterior

cingulate, and the prefrontal cortices [10]. Another study found that Super-Agers had the thickest

anterior cingulate cortex and the least amount of neurofibrillary degeneration compared to

healthy people of the same age, as well as participants with MCI and AD [9]. Although studies

have largely converged on differences in brain structure between adults with various levels of

cognitive abilities, these methods are typically limited to group comparisons. For precision

medicine, however, developing techniques to distinguish individuals is essential; machine learning

and prediction models could play a great role in this matter [14].

Beyond structural imaging, resting state functional Magnetic Resonance Imaging (rsfMRI)

provides the opportunity to understand how neural network functional connectivity contributes to

cognitive function [15]. For example, rsfMRI has frequently been used in classification models for

neurodegenerative diseases [16]. For late-life Super-Agers, a recent study [17] found that 32

Super-Agers compared to 58 age-matched controls, had better functional connectivity among

brain areas critical for declarative memory. Ensemble classification using machine learning

achieved very high discrimination between these groups. However, larger sample sizes are

warranted to avoid potential model overfitting and to achieve robust solutions. It is also

important to establish how intrinsic functional connectivity [18] in neural networks explains

longitudinal changes in cognitive performance between adults who show cognitive gains versus

decline over time.
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The following study leveraged brain rsfMRI and multi-visit cognitive assessments from the

UK Biobank. The goals of this study were to: 1) introduce a PCA-based labeling approach for

the initial characterization of latent groups with different cognitive trajectories; 2) develop a novel

labeling mechanism; and 3) create a hybrid algorithm of machine learning and optimization to

optimally distinguish between largely middle-aged participants who showed cognitive gains (i.e.,

“Super-Agers”) versus cognitive decline.

4.3 Methods

In this study, 15,939 participants were a part of the UK Biobank cohort, a long-term

prospective biomedical research study including comprehensive questionnaires, physical measures,

cognitive function, imaging, and biological sampling on a cohort of more than half of a million

UK adults [19]. Participants were aged 40 to 70 years at the baseline visit in 2006-2010 (t1). This

visit and the first follow-up visit in 2012-2013 (t2) consisted of: 1) informed consent; 2)

touchscreen questionnaire; 3) verbal interview; 4) eye measures; 5) anthropometric measures; and

6) blood/urine sample collection. In the subsequent two follow-up visits in 2014 (t3) and 2019

(t4), additional imaging was done of the brain, heart, and body [20, 21]. Socio-demographic

characteristics, occupation, lifestyle, and cognitive function were gathered by questionnaires using

touchscreens or laptops. The UK Biobank protocol was approved by the Northwest Multi-Centre

Research Ethics Committee.

UK Biobank brain imaging has been done in three centers with identical scanners (3T

Siemens Skyra) with the same standards and protocol [22]. Briefly, UK Biobank functional

modalities included task-based functional MRI (tfMRI) and resting state functional MRI

(rsfMRI). In the next section, the definition of rsfMRI and data acquisition is provided.

4.3.1 Demographic Data

The demographics data include information on the age, gender, body mass index (BMI),

socioeconomic class, handedness, education level, skin color, waist circumference, tobacco use, and
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tobacco type of 15,939 participants. Age is defined as the age in years of each participant at their

baseline visit. Socioeconomic class is defined by the participant’s average total household income.

There were five options provided based on UK Biobank Data-Coding to be selected by

participants in British pounds, which included “Less than 18000”, “18000 to 30999”, “31000 to

51999”, “52000 to 100000”, and “Greater than 100000”. These groups were labeled as Under,

Lower, Middle, Upper-Middle, and Upper-class. For education level, a categorical variable is used

with the following levels: college or other higher-level status; post-secondary or vocational;

secondary; and none of the previous ones. Finally, tobacco smoking status was defined as a

categorical variable with levels: “Never smoked,” “Previously smoked,” and “Currently smoking.”

The pair plots for the continuous variables in this dataset are shown in Supplementary Figure S1.

The bar plots for the frequency of the levels of each categorical variable in the demographic

dataset are shown in Supplementary Figure S2.

4.3.1.1 rsfMRI Data

rsfMRI is an indirect measure of neural activity based on changes in blood oxygenation and

neural metabolic demand [23] in the absence of a particular task. In this manner, ’network nodes’

have been defined as voxel clusters that fluctuate most strongly in corresponding brain regions,

while ‘network edges’ have been defined as nodes that have weaker effects [24]. In this study, we

focused on a low-dimensional decomposition of the brain into 21 independent components

corresponding to functional neural networks [25].

Since raw imaging data are not useful directly, particularly for non-imaging experts, UK

Biobank used a processing pipeline to generate both processed images and image-deprived

phenotypes (IDPs) [22]. In rsfMRI, IDPs represent edge connectivity strengths and node

fluctuation amplitudes. Key acquisition parameters for rsfMRI were spatial resolution = 2.4mm,

TR = 0.735s, factor = 8 multiband accelerator. The rsfMRI data has 21 non-noise components

for time point t3. Figure 4.1 shows the Pearson correlation between different components.
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Figure 4.1 Pearson correlation values for rsfMRI components.

4.3.2 Cognitive Testing

In UK Biobank, cognitive testing corresponded to an early phase of ”quick” cognitive tests

and a late phase with standardized neuropsychological tests. Specifically, for the early phase,

timepoints t1, t2, and t3 had a roughly 5-minute series of tests for fluid intelligence (FI ),

prospective memory (PM ), pairs matching memory (PMM ), and reaction time (RT ). Despite

their idiosyncratic nature, the general cognitive ability tapped by these tests highly corresponded

to standardized neuropsychological tests in a sub-sample of UK Biobank participants [26]. For the

late phase at timepoints t3 and t4, standardized tests included Trails Making Test parts A and B

(TMT-A, TMT-B), as well as Symbol Digit Substitution (SDS). Appendix B.

SUPPLEMENTARY TEXT describes these tests in detail. Due to skewness, the following tests

were transformed: pairs matching memory (log(x+ 1)), reaction time (log), and Trails Making

Tests parts A and B (log).
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Given these two different sets of cognitive tests, labeling methods to distinguish cognitive

trajectory types were conducted separately for early-phase and late-phase tests. This corresponds

to cognitive performance largely before rsfMRI conducted at t3 versus performance conducted

during the same visit as rsfMRI and later at t4.

We denoted the dataset with the cognitive test information as G, where G has 15,003

participants. The time points of interest in this study are t1 and t3. Therefore, overall, we have

eight features in dataset G:

G = (FI1 FI3 PM1 PM3 PMM1 PMM3 RT1 RT3) (4.1)

The histograms of the change in cognitive test values between time points t1 and t3 is shown

in Supplementary Figure S3.

4.3.3 Data Preparation

In order to prepare the data for the modeling phase, we applied multiple preprocessing steps.

We denoted the dataset of integrated MRI and demographics as X. To bring continuous variables

into the same scale, we used standardization as below:

xnewij =
xij − xj

sxj

(4.2)

Where xij is the i-th observation in the j-th feature in X, and xj and sxj are the training

mean and standard deviation for the j-th feature, respectively. The final preprocessed dataset is

denoted as X.

Next, in dataset G, we removed observations for which cognition test results were not available

for any of the time points t1 or t3. Then, we randomly split the observations into training (Gtrain),

validation (Gval), and testing (Gtest) sets. We then standardized them, using Equation (4.2), and

created Gtrain, Gval, and Gtest, respectively. The same split was applied to the dataset X.
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4.3.4 Classification

The predictability of the class labels in a problem can be attributed to two sources: 1) the

power of the classification model to capture the underlying pattern and distinguish between the

classes, and 2) the degree to which the classes are well separated in essence. In our study, we did

not have the class labels for the participants. In other words, the classes were latent. Therefore, a

supervised learning algorithm could not be used. Thus, we needed to find a mechanism for

assigning labels to the participants based on some criteria and then predicting those classes using

rsfMRI data.

To achieve this goal, we propose a hybrid ML-Opt algorithm, named Optimal Labeling using

Bayesian Optimization (OLBO) algorithm, that automatically assigns labels to the participants

using the information from the cognitive tests, such that it maximizes the predictive capability of

the classification model. We utilized the early-phase cognitive tests to find the optimal labeling

for distinguishing latent cognitive trajectory groups. The proposed algorithm enabled superior

predictions via an unsupervised labeling procedure. The algorithm consisted of two components:

machine learning and optimization. Logistic regression was used for the predictive side of the

algorithm. Despite its simplicity and interpretability, it can be equipped with the feature selection

mechanism through regularization. For the other side of the algorithm, to optimize the labeling

procedure, we incorporated Bayesian Optimization (BO). See Appendix B. SUPPLEMENTARY

TEXT for detailed descriptions of the logistic regression, Bayesian Optimization, OLBO

algorithm, and its internal procedures, including labeling and initialization.

4.3.5 Baseline Models

In this study, we used two different sets of baseline models to compare against our proposed

algorithm. The first category of baseline models is a univariate approach that utilizes individual

cognitive tests to distinguish between Super-Agers and Cognitive Decliners. For this purpose, we

incorporated the cognition data, one test at a time, to categorize the participants. We defined two
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percentiles P1 and P2 that determine the Super-Agers and Cognitive Decliners, where:

P2 = 1− P1 (4.3)

Since higher FI and PM scores reflect better cognitive performance, participants with test

values greater than P2 were labeled as Super-Agers, and those below P1 were categorized as

Cognitive Decliners. For PMM and RT where higher values translate to slower or worse cognitive

performance, we used the opposite labeling. Different values of P1, from the set of values 0.2, 0.3,

and 0.4, were tested in each baseline model. Logistic regression was used as the classifier and was

tuned using a grid search approach.

The second baseline model defined is a multivariate model that utilizes random samples from

the variable space (VS) to label the participants. The labeling procedure used is the same as in

OLBO (see Labeling Procedure), except that it does not employ any optimization tools. Instead,

it takes a random procedure to choose the samples from the variable space. In this baseline

model, a random sampling scheme was defined in which 2600 sets of random values for the

variables are selected according to the distributions described in Supplementary Text, OLBO

Algorithm. Then, a logistic regression classifier was trained to predict the class labels.

4.3.6 Evaluation Metrics

Different metrics were used to evaluate our algorithm. Terms were defined as:

• True Positives, or tp: Number of Super-Agers that are predicted as Super-Agers

• False Positives, or fp: Number of Cognitive Decliners that are predicted as Super-Agers

• True Negatives,or tn: Number of Cognitive Decliners that are predicted as Cognitive

Decliners

• False Negatives, or fn: Number of Super-Agers that are predicted as Cognitive Decliners

The evaluation metrics and their equations are:

Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(4.4)
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Precision =
tp

tp+ fp
(4.5)

Recall(Sensitivity) =
tp

tp+ fn
(4.6)

Specificity =
tn

tn+ fp
(4.7)

F1 Score =
2 ∗ precision ∗ recall
precision+ recall

(4.8)

4.4 Results

In this section, first, we explore the demographics of the participants in the final optimal

grouping. We also investigate the difference between the Super-Agers and Cognitive Decliners

across different neural components. Then, we show the numeric results obtained from the set of

baseline models and the OLBO algorithm. Finally, we describe the model’s performance with

respect to the set of parameters selected in each trial and the improvement of loss function over

time.

4.4.1 Demographic Information of Cognitive Groups

We will show in Section 4.4.3 that the OLBO algorithm is the optimal labeling solution. In

this section, first, we explore the diversity of participants in terms of their demographics within

each of the groups: Super-Agers and Cognitive Decliners. Table 4.1 shows the descriptive

statistics, including the number of participants and the corresponding percentages in each class

for categorical features and the mean and standard deviation for continuous variables. We also

conducted a univariate significance test for each of the variables in the demographic dataset. We

employed a Chi-square independence test for the categorical variables and a two-sample two-sided

Kolmogorov-Smirnov test for the continuous features. The P-value for each of these tests is

reported in Table 4.1.
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Table 4.1 Prediction of variance at Env positions in the high-mannose patch by KBC and

other algorithms.

Variable Level Unit Decliners Super-Agers P-value

Sex
Male

No. (%)
344 (40.2) 512 (59.8)

0.018 a

Female 356 (46.1) 416 (53.9)

Household Income

Under Class

No. (%)

118 (60.5) 77 (39.5)

<0.001

Lower Class 200 (58.7) 141 (41.3)

Middle Class 187 (39.0) 292 (61.0)

Upper-middle Class 158 (31.9) 338 (68.1)

Upper Class 37 (31.6) 80 (68.4)

Handedness

Ambidextrous

No. (%)

9 (64.2) 5 (35.7)

0.13Left-Handed 60 (38.2) 97 (61.8)

Right-Handed 631 (43.3) 826 (56.7)

Education

Secondary Education

No. (%)

93 (53.8) 80 (46.2)

<0.001
Post-Secondary or Vocational 117 (40.0) 176 (60.0)

College or Similar 429 (39.7) 651 (60.3)

Other Education 61 (74.3) 21 (25.7)

Skin Color

Brown-Skinned

No. (%)

4 (80.0) 1 (20.0)

0.16Olive-Skinned 134 (40.6) 196 (59.4)

Pale-Skinned 562 (43.4) 731 (56.5)

Tobacco Use

Non-Smoker

No. (%)

441 (41.8) 613 (58.2)

0.03Prior Smoker 232 (47.1) 261 (52.9)

Smoker 27 (33.3) 54 (66.7)

Tobacco Type

Cigars Pipes

No. (%)

3 (37.5) 5 (62.5)

0.36
Hand-Rolled Cigs 4 (33.3) 8 (66.7)

Manufactured Cigs 10 (29.4) 24 (70.6)

Non-Smoker 683 (43.4) 891 (56.6)

Age - Years 68.53 ± 6.7 b 58.56 ± 7.1 <0.001

BMI - Kg/m2 18.11 ± 3.0 18.29 ± 3.1 0.95

Waist
- cm 88.83 ± 11.7 88.34 ± 12.1 0.59

Circumference

a P-value in bold font shows significance (P-value < 0.05)
b mean± standard deviation
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4.4.2 Neural Network Comparisons

We examined the distribution of rsfMRI for different components with respect to the two

classes, Super-Agers, and Cognitive Decliners (see Supplementary Figure S4). We also

investigated the difference in the cognition tests among the Super-Agers and Cognitive Decliners,

as shown in Supplementary Figure S5. Briefly, Cognitive Decliners showed the worst test

performance or slower reaction time except for fluid intelligence. Furthermore, except for FI at

t1, all cognitive tests showed statistical significance between Super-Agers and Cognitive Decliners.

4.4.3 Numerical Results

In this section, we gathered the numeric output obtained from the OLBO algorithm and

baseline models. As explained in the previous sections, the ultimate goal of this study is to find a

labeling procedure that results in the best separation between Super-Agers and Cognitive

Decliners groups. In other words, we addressed this question “how the classification boundary

should be defined between the Super-Agers and Cognitive Decliners such that the subsequent

labeling yields the best predictability?” For this purpose, we compared our proposed algorithms

against two sets of baseline models, i.e., univariate and random multivariate models. The former

utilizes one cognitive test at a time, and the latter employs all cognitive tests but without any

optimization and through a random sampling procedure. We gathered the numerical results in

Table 4.2. It shows that OLBO outperformed all baseline models. The total sample size used by

the OLBO algorithm was 1,628 participants.

The AUC for the proposed algorithm reached 85%, with a precision of 81% and a recall value

of 77%. Figure 4.2 shows the receiver operating characteristic (ROC) curves for the OLBO

algorithm and baseline models.
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Table 4.2 Prediction of variance at Env positions in the high-mannose patch by KBC and

other algorithms.

Model Accuracy Precision Sensitivity Specificity F1-Score AUC

FI1(P1 = 0.2) 0.65 0.67 0.74 0.52 0.7 0.7

FI1(P1 = 0.3) 0.6 0.55 0.73 0.5 0.6 0.67

FI1(P1 = 0.4) 0.61 0.65 0.71 0.48 0.68 0.64

FI3(P1 = 0.2) 0.66 0.67 0.75 0.55 0.71 0.72

FI3(P1 = 0.3) 0.62 0.55 0.72 0.53 0.62 0.69

FI3(P1 = 0.4) 0.61 0.62 0.71 0.5 0.67 0.67

PM1(P1 = 0.2) 0.59 0.91 0.6 0.52 0.72 0.59

PM1(P1 = 0.3) 0.59 0.91 0.6 0.52 0.72 0.59

PM1(P1 = 0.4) 0.59 0.91 0.6 0.52 0.72 0.59

PM3(P1 = 0.2) 0.62 0.92 0.61 0.63 0.74 0.66

PM3(P1 = 0.3) 0.62 0.92 0.61 0.63 0.74 0.66

PM3(P1 = 0.4) 0.62 0.92 0.61 0.63 0.74 0.66

PMM1(P1 = 0.2) 0.58 0.58 0.56 0.61 0.57 0.61

PMM1(P1 = 0.3) 0.57 0.64 0.52 0.62 0.58 0.58

PMM1(P1 = 0.4) 0.57 0.55 0.52 0.61 0.53 0.58

PMM3(P1 = 0.2) 0.58 0.5 0.51 0.63 0.5 0.59

PMM3(P1 = 0.3) 0.58 0.55 0.53 0.62 0.54 0.6

PMM3(P1 = 0.4) 0.56 0.63 0.51 0.62 0.57 0.59

RT1(P1 = 0.2) 0.69 0.71 0.64 0.74 0.67 0.76

RT1(P1 = 0.3) 0.65 0.67 0.6 0.7 0.63 0.71

RT1(P1 = 0.4) 0.62 0.62 0.58 0.65 0.6 0.67

RT3(P1 = 0.2) 0.71 0.73 0.67 0.75 0.7 0.78

RT3(P1 = 0.3) 0.68 0.71 0.63 0.73 0.67 0.75

RT3(P1 = 0.4) 0.66 0.68 0.61 0.72 0.64 0.72

Multivariate Random 0.72 0.68 0.73 0.72 0.7 0.8

OLBO 0.78 a 0.81 0.77 0.79 0.79 0.85

a Values in bold font show the highest value for each metric.
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Figure 4.2 ROC curves for OLBO algorithm and baseline models.

Among univariate baseline models, RT showed better performance according to AUC for both

time points t1 and t3. Moreover, the random model achieved higher AUC than the univariate

baseline models. This suggests that despite sampling randomly from the variable space in the

labeling procedure, the multivariate approach led to better results compared to any of the

univariate baseline models. Therefore, here, using a combination of all available cognitive

information is valuable.

In the next step, we analyzed the importance of each feature using the coefficients of each

variable in the logistic regression model (see the coefficients in Supplementary Figure S6). The

feature importance corresponding to each variable is shown in Figure 4.3. The procedure for

calculating the feature importance is explained in Supplementary Text, Feature Importance

Calculation. There are three colors in this plot: green color shows positive influence, variables

with yellow have no effects, and red color depicts a negative impact on the odds ratio when other

variables are fixed.

As shown in Figure 4.3, from the set of neural components, component 17 has the highest

impact on the odds ratio: a unit increase to the value of this component will increase the odds of

Super-Agers vs. Cognitive Decliners by a factor of 1.335. On the other hand, a unit increase in

the value of component 13 will result in a drop in the odds ratio by a factor of 0.77 when all other

features are held fixed.
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Figure 4.3 Feature Importance obtained from the OLBO algorithm.

4.4.4 Model’s Details

In this section, we explored the results pertaining to the proposed algorithm. In each iteration

of the OLBO algorithm, a combination of parameters sampled from the feasible domain was used,

and the loss function corresponding to that trial was recorded (see Supplementary Figure S7). To

examine the effect of each variable in our algorithm, we plotted the values sampled for each

variable against the loss function that resulted in that trial (see Supplementary Figure S8). This

figure shows how different values of weights, biases, and thresholds affect the loss function in this

problem.
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We also examined the effect of hyperparameters used in the logistic regression on the loss

function, which can be seen in Supplementary Figure S9. We also explored the baseline models:

Supplementary Figure S10 shows the loss function values obtained for different individual

cognition tests (univariate baseline model) in combination with time points t1 and t3 and different

percentiles P1. Supplementary Figure S11 shows the loss function values obtained for different

random samples (the multivariate random baseline model).

4.5 Discussion

Although aging-related changes in different cognitive domains and higher risk of dementia are

considered normal processes in humans [1, 2], the recent discovery of Supe-Agers who have been

specified as adults with at least 80 years of age with comparable cognitive function to young

adults [8], strengthen the viewpoint of successful cognitive aging. Studying Super-Agers, and

investigating neural differences between Super-Agers and normal cognitive decliners may

contribute to cognitive aging and mitigate AD.

In this matter, this study used rsfMRI data, which is an indirect measure of neural activity, to

predict cognitive trajectory type for a sample of UK biobank adults with longitudinal cognitive

function exams. To distinguish Super-Agers from Cognitive Decliners, cognitive function tests

including FI, PM, PMM, and RT individually and in an aggregation form have been used to

initialize the cognitive trajectory type labeling, and a hybrid ML-Opt algorithm designed to find

the optimal labeling solution. The proposed novel OLBO algorithm outperformed all the models

corresponding to individual cognitive tests with an AUC of 85%.

Furthermore, this study provided comprehensive information about how different cognitive

domains in mid- and late-life are capable of recognizing cognitive trajectory type by rsfMRI data.

For clarity, the role of different cognitive function exams in classification models is discussed in

the following. FI score and RT cognitive tests showed better performance among the baseline

models. FI score, which corresponds to verbal and numeric reasoning area, correlates to the

default mode network (DMN) of resting state connectivity [27]. RT is related to the processing
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speed domain. The association between processing speed and rsfMRI has been investigated in

research papers [28, 29, 30]. With higher RT, dorsal anterior cingulate cortex shows weaker

functional dissociation to a cluster in the precuneus [31]. PM and PMM cognitive tests, which

measure visual, declarative memory, and prospective memory, respectively, performed relatively

similar to the labeling criteria in baseline models. Executive control network (ECN) and default

DMN regions are associated with poor episodic memory [28]. Furthermore, stronger connectivity

in DMN is related to better working and episodic memory [28, 32]. Also, spatial working memory

may show an increase after hyperbaric oxygen administration [33].

One of the analyses conducted in this study was feature importance evaluation. We described

the metric used as the feature importance in Supplementary Text, Feature Importance

Calculation. We observed that components 1, 2, 3, 11, 15, 17, 18, 19, 20, and 21 are influencing

the odds ratio of being Super-Agers vs. Cognitive Decliners in a positive way, meaning that a unit

increase in the value of any of these components, is followed by an increase in the odds ratio when

the other variables are kept the same. On the other hand, components 4, 6, 8, 10, 13, and 16

turned out to be negatively influential on the odds ratio if other variables remained the same.

Among demographic features, being male increases the odds ratio the most by a factor of

1.335, and having secondary education drops the odds ratio the most by a factor of 0.817, given

all other variables stay the same. For the household income, being in upper-, middle-, and

upper-middle-class increases the odds ratio, while being in the under-class group negatively

influences the odds ratio. As expected, age negatively affects the odds ratio, and this was found

to be by a factor of 0.868 when other variables are kept constant.

4.6 Conclusion

In this study, we proposed a hybrid algorithm that incorporates machine learning and

optimization to distinguish between Super-Agers and Cognitive Decliners using rsfMRI data. The

proposed algorithm, OLBO, employs cognitive test information to find the optimal labeling for

the participants such that it maximizes the performance of a classifier. The classifier then learns
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to predict the class labels using rsfMRI and demographics information. OLBO uses Bayesian

optimization as the main optimization tool for label assignment. For the classification part of the

problem, a logistic regression model was used. We introduced an initialization procedure to let

the model start off with a good initial set of values for the decision variable to save time and help

faster convergence. We compared the performance of the OLBO algorithm against two sets of

baseline models: univariate and multivariate random models. We showed that OLBO

outperformed the baseline models and achieved an AUC of 85%, accuracy of 78%, precision of

81%, sensitivity of 77%, and specificity of 79%, which were all higher than any of the baseline

models.

4.7 Appendix A. Supplementary Figures

4.7.1 Supplementary Figure S1

Figure 4.4 Pair plots for the continuous variables in the demographic dataset. The 2D–

density plots and scatter plots are on the lower and upper triangles of the figure.

A histogram of each feature is on the diagonal.
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4.7.2 Supplementary Figure S2

Figure 4.5 Bar plot of categorical variables for the demographic data.

4.7.3 Supplementary Figure S3

Figure 4.6 Histogram of the change in cognitive tests (from t1 to t3). The bandwidth

for each histogram is calculated using the rule-of-thumb bandwidth selection

method.
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Figure 4.7 Histogram of rsfMRI values in different neural components for Super-Agers and

Cognitive Decliners.

4.7.4 Supplementary Figure S4
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4.7.5 Supplementary Figure S5

Figure 4.8 Comparison of cognitive tests between Super-Agers and Cognitive Decliners.

An independent t-test was conducted for FI, PMM, an RT cognitive tests

separately at each time point. We used a proportion z-test for PM cognitive test

where we wanted to test whether the success rate (percentage of participants

with correct initial answer) is the same between Super-Agers and Cognitive

Decliners or not.(ns: p > 0.05; *: 0.01 < p ≤ 0.05; **: 0.001 < p ≤ 0.01; ***:

0.0001 < p ≤ 0.001; ****: p ≤ 0.0001).
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4.7.6 Supplementary Figure S6

Figure 4.9 The coefficients of the tuned logistic regression model in the OLBO algorithm.

4.7.7 Supplementary Figure S7

Figure 4.10 Loss function improvement in the OLBO algorithm over different iterations.
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4.7.8 Supplementary Figure S8

Figure 4.11 Relation between each of the OLBO’s parameters with the loss function over

all trials
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4.7.9 Supplementary Figure S9

Figure 4.12 Effect of logistic regression hyperparameters on the loss function in the OLBO

algorithm.

4.7.10 Supplementary Figure S10

Figure 4.13 Loss function values obtained for univariate baseline models using individual

cognition tests (different values of lower percentile, P1, was tested).
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4.7.11 Supplementary Figure S11

Figure 4.14 Loss function values over different trials (in each trial, a Θ ∈ VS is randomly

sampled according to the variables’ distributions)

4.8 Appendix B. SUPPLEMENTARY TEXT

4.8.1 Description of Cognitive Tests

Fluid intelligence is defined as the ability to solve problems that require logic and reasoning

without any prior knowledge or experience. In this test, participants answered 13 multi-choice

questions, including logical, numerical, and combinational types. The score was the number of

questions with the correct answer in 2 minutes

(https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100027).

For prospective memory, at the beginning of the cognitive test battery, participants were

shown a message on the screen “At the end of the games, we will show you four colored shapes

and ask you to touch the Blue Square. However, to test your memory, we want you to actually

touch the Orange Circle instead.” In the end, four shapes, including a blue square, pink star, grey

cross, and orange circle, were seen by instruction of clicking on the blue square. If the participant

touched the blue square, the prompt was repeated. The score was 1 if the participants correctly

touched the orange circle and 0 if they touched other shapes

(https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100031).

https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100027
https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100031
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The pairs matching memory task assessed visual memory. In this test, participants were

shown a screen with several pairs of matching cards, and they were requested to memorize the

matched cards as many pairs as possible. Then, they were asked to match the cards that turned

face down in the fewest tries. The score was the number of errors made on the second trial of this

test (https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100030).

The reaction time test was designed to assess the reaction time based on 12 rounds of the card

game. In this test, participants were shown two cards with symbols. If the symbols were matched,

they were requested to touch the button-box on the desk as quickly as possible. If cards were

different, they were supposed to do nothing. Five rounds were practice trials, and they were not

counted. The score was the mean reaction to pressing the button in four rounds with matching

cards (https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100032).

The Trail Making Test is the computerized version of a test called the Halstead-Reitan Trail

Making Test [34]. This exam evaluated executive function. In part A, participants were shown a

set of random numbers (1-25), and they were asked to touch the numbers in numerical order. In

part B, the numbers (1-13) and the letters (A-L) were arranged randomly on the screen.

Participants were supposed to switch between touching the numbers in numeric order and letters

in alphabetical order. The score was the duration to finish the test in each part

(https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=505).

Symbol Digit Substitution is designed to assess working memory and processing speed. This

test is similar to other substitution tests like the Wechsler Adult Intelligence Scale IV (WAIS-IV)

Coding and the Symbol Digit Modalities tests [35, 36]. In this test, participants were shown a key

that paired symbols (top row) with single-digit numbers (bottom row). There was a second row of

symbols under the key, and the participants were supposed to enter the integer numbers which

were paired with the symbols. The score was the number of correct symbol-digit matches made in

60 seconds (https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=502).

https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100030
https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=100032
https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=505
https://biobank.ndph.ox.ac.uk/showcase/label.cgi?id=502
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4.8.2 Logistic Regression

The logistic regression model is an extension of linear regression [37, 38], which is used for the

prediction of a binary response variable. The logistic regression model [39] can be written as

follows:

pi = p(yi = 1) =
1

1 + exp
(
− (β0 + β1xi)

) (4.9)

We can extend this model and incorporate more predictors into the model [40]:

ln(
pi

1− pi
) = zi (4.10)

Where ln( pi
1−pi

) is the log odds ratio, and zi is defined as:

zi = β0 + β1x1 + · · ·+ βpxp (4.11)

The log-likelihood loss function for the above model can be written as:

L(β) = −
n∑

i=1

log

(
yilogpi + (1− yi)log(1− pi)

)
(4.12)

We utilized elastic net regularization, which leverages a combination of L1-norm and L2-norm

simultaneously. The corresponding loss function [41] can be described below:

Lelastic(β) = −
n∑

i=1

log

(
yilogpi + (1− yi)log(1− pi)

)
+ λ1

p∑
j=1

|βj |+ λ2

p∑
j=1

β2
j (4.13)

4.8.3 Bayesian Optimization

Bayesian Optimization (BO) [42, 43] is an algorithm that develops a population of candidate

solutions through the creation and sampling of Bayesian networks [44]. In BO, gradient

information is not required. It is a promising tool for black-box optimization [45]. Suppose a

problem of minimizing the unknown function f exists as:

X∗ = argmin
X∈X

f(X) (4.14)
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The algorithm creates a surrogate for the objective function f and utilizes a Bayesian

machine-learning technique to quantify the uncertainty in the surrogate function [46]. First, a

prior belief is prescribed over the unknown objective function. Data are then observed, and the

belief is refined in each iteration of the model via Bayesian posterior updating [47]. The Gaussian

Process (GP) is a convenient prior distribution that has been used a lot [48, 49, 50, 51]. Besides

the GP-based approach, there are other mechanisms to approximate the unknown function. One

of the popular methods is Tree Parzen Estimator (TPE), which was employed in this study.

While GP-based approach models p(y|x) directly, the TPE strategy models p(x|y) and p(y) [52].

Another aspect of BO is the approach for sampling the next observation. The algorithm

utilizes a function called acquisition function denoted as α : X → R+, which constructs a utility

function from the posterior to specify the next observation to evaluate [53]. This approach

incorporates the uncertainty in the posterior to guide the exploration process [47]. There are

various functions that can be used as the acquisition function, one of which, used in our study, is

the expected improvement (EI) [54]. Suppose:

fmin = min
(
f (1), f (2), . . . , f (n)

)
(4.15)

This creates the best current value for the function. Then, let us consider the uncertainty at

f(X) as the realization of a random variable Y which is normally distributed. Then, improvement

at point X can be written as:

I = max
(
fmin − Y, 0

)
(4.16)

Since Y is a random variable, then the I is also a random variable. Therefore, we can obtain

the expected improvement by:

E[I(X)] = E

[
max

(
fmin − Y, 0

)]
(4.17)

4.8.4 OLBO Algorithm

The OLBO Algorithm consists of three main procedures, including initialization, labeling, and

optimization. OLBO starts with the cognition training set, Gtrain. In each iteration, given a set
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of values for the decision variables, denoted as the vector Θ, it assigns one of the labels

“Super-Ager” or “Cognitive Decliner” to each observation. A detailed description of the labeling

procedure can be found in Supplementary Text: Labeling Procedure.

In the next step, using the labels assigned, a logistic regression model is trained on the

training set and then evaluated on the validation set. The area under the receiver operating

characteristic (ROC) curve, AUC, is used as the primary metric for optimization. The loss

function for each iteration in the BO is calculated using the following:

L(j) = 1−AUC(j) ∀ j = 0, 1, . . . , J (4.18)

Based on the value of the loss function and the uncertainty in the posterior, BO draws a

sample from the variable space defined, which specifies the value of for the next iteration. The

algorithm repeats the process J times. To make the convergence faster and help the algorithm

find the optimal solution in fewer iterations, an initialization procedure was introduced that finds

a starting point for the algorithm, Θ(0). The initialization procedure is explained in detail in

Supplementary Text: Initialization Process. The pseudocode for the algorithm is provided below:

Figure 4.15 Pseudocode for OLBO algorithm.

The flowchart for the OLBO algorithm is as follows:

OLBO algorithm has certain variables (Θ) that can be optimized for the maximal

performance of the predictive model. The vector Θ can be written as:

Θ = (W⊤, b, τ1, τ2, c, ϕ) Θ ∈ VS (4.19)
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Figure 4.16 Flowchart of the OLBO algorithm.

Where VS is the variable space from which the sampling is drawn.

The most vital set of variables is the weight vector (W ) and bias (b). The weight vector for

iteration j of the algorithm can be written as:

W (j) = [w
(j)
FI1

, w
(j)
FI3

, w
(j)
PM1

, w
(j)
PM3

, w
(j)
PMM1

, w
(j)
PMM3

, w
(j)
RT1

, w
(j)
RT3

]⊤ j = 0, 1, . . . , J (4.20)

Where J is the total number of iterations specified by the analyst. The values of these

variables determine the z-value and hence the final labels for the observations, as described in

detail in Supplementary Text: Labeling Procedure. In this study, the weights were sampled from

a standard normal distribution as shown below:

wk ∼ N(0, 1)

k ∈ {FI1, F I3, PM1, PM3, PMM1, PMM3, RT1, RT3}
(4.21)

The bias term can be practically any real number. To restrict the feasible space, b is sampled

from a uniform distribution between -10 and 10, shown as:

b ∼ uniform(−10, 10) (4.22)
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To label the observations, two more variables are needed: a lower threshold, τ1, and an upper

threshold, τ2, where:

{τ1, τ2 ∈ (0, 1)| τ1 < τ2} (4.23)

These two variables determine which participants should be Super-Agers and which should be

Cognitive Decliners. The description of the mechanism can be found in Supplementary Text:

Labeling Procedure. The two thresholds are sampled from a uniform distribution between 0 and

1, as shown below:

τ1 ∼ uniform(0, 1)

τ2 ∼ uniform(0, 1)
(4.24)

In addition to the variables described above, we have some specific variables pertinent to the

predictive model that we want to use for classification. In other words, we embedded the

hyperparameter tuning procedure for the predictive model into the algorithm. Since we are using

the logistic regression model as the classifier, we included the cost, c, and the ratio of L1- and

L2-norms, ϕ, for the elastic regularization. We used log-uniform and uniform distributions for c

and ϕ, respectively:

c ∼ loguniform(exp(−10), 100)

ϕ ∼ uniform(0, 1)
(4.25)

4.8.5 Labeling Procedure

For a given matrix W and bias b, the algorithm calculates the linear combination of features

weighted by W and adjusted by b:

z = GW + b (4.26)

It then brings the z-values obtained into a scale between 0 and 1 using a sigmoid function:

Π(z) =
1

1 + exp(−z)
(4.27)

To label the observations at iteration j, we use the following:

Ci =


1, if Π(zi) ≥ τ2

0, if Π(zi) ≤ τ1

(4.28)
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Where Ci is the class label for xi ∈ X. Class label 0 was used for Cognitive Decliners and

class label 1 was for Super-Agers. The initial values of the thresholds (τ
(0)
1 and τ

(0)
2 ) are set to 0.3

and 0.7, respectively. However, these variables are optimized throughout the optimization process

later. The labels that are assigned at each iteration for training, validation, and testing sets are

denoted as y
(j)
train, y

(j)
val, and y

(j)
test, respectively.

4.8.6 Initialization Process

OLBO requires initial values, Θ(0) to start the procedure. Although arbitrary values can be

used from the feasible domain, VS, it is wiser to use an initialization procedure to make the model

converge faster. In the first step, we transform the G using principal component analysis (PCA)

and retain the first component with the largest variance explained, denoted as C1. Then, we opt

for the top and bottom 30th percentiles of C1. Depending on the relation between the G and C1,

we label the selected groups as Super-Agers or Cognitive Decliners. The expected initial labeling

procedure using the correlation coefficient sign of C1 and any cognition tests at t3 is summarized

in the table below:

Table 4.3 Expected relation between the cognition tests and C1

Correlation Coefficient Sign between C1

and any of the variables below
Label Assignment

FI3 PM3 PMM3 RT3 Bottom 30th Top 30th

+ + - - Cognitive decliners Super-Agers

- - + + Super-Agers Cognitive decliners

For instance, if we have a positive correlation between C1 and FI3, and between C1 and PM3,

and a negative correlation between C1 and PMM3 and between C1 and RT3, then it suggests

that the top 30th percentile should be labeled as Super-Agers and the bottom 30th percentile as

Cognitive Decliners (first row of the table above). But if the correlation coefficient is negative for

FI3 and PM3, and is positive for PMM3 and RT3 then we need to use the opposite labeling,

meaning that the top 30th percentiles of C1 are Cognitive Decliners, and the bottom 30th

percentiles are Super-Agers. Now that candidate labeling y
(0)
train is suggested, one can find the
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corresponding values for W and b using a logistic regression model. To train the model, we use

the Gtrain as predictors and the suggested labeling y
(0)
train as the response variable. This procedure

gives the initial values to start with, i.e., W (0) and b(0).

4.8.7 Constraints

Since the sampling for each variable is done independently of the other variables, we might

end up with unacceptable sets of parameters in some trials. This occurs due to 1) combinations

that are not feasible (e.g., when τ1 > τ2), or 2) when the resulting set of sampled values leads to a

severe imbalance ratio in the class labels. To avoid such scenarios, we assigned a loss function

value of 4, which is much worse than the loss function of a completely random model (i.e.,

L = 0.5). This large penalty punishes the algorithm for sampling unacceptable sets of variables

and helps the model to learn through iterations what samples are more likely to result in better

loss function values. We set the maximum acceptable imbalance ratio to 0.7, meaning that if the

majority class has more than 70% of the instances, the following labeling is not desirable.

4.8.8 Feature Importance Calculation

In this study, we used logistic regression as the predictive model in the OLBO algorithm. The

choice of logistic regression model gives us the power of interpretability through the exploration of

the coefficient values. For this purpose, we utilized a procedure introduced in [55]. let’s find the

odds ratio, i.e., the ratio of the probability of being a Super-Ager vs. Cognitive Decliner:

odds =
p(y = 1)

p(y = 0)
=

p(y = 1)

1− p(y = 1)
= exp

(
β0 + β1x1 + · · ·+ βpxp

)
(4.29)

Now, we can compare what will happen if we increase the value of one of the covariates xj by

1 unit, using the following equation:

odds(xj + 1)

odds(xj)
= exp(βj) (4.30)
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CHAPTER 5. GENERAL CONCLUSIONS

Machine learning (ML) is a multi-disciplinary field which provides analytical solutions to

many problems in various domains. Healthcare is one of the areas that ML has been widely

utilized to provide insight about underlying relationship between different variables or reveal

hidden patterns. Even in a specific domain like healthcare, there exist so many application that

ML can help.

In this dissertation, three challenging problems in healthcare are addressed and the

appropriate solutions are proposed using ML and Optimization tools. The focus of each study is

different: first study on HIV-1, second study on Severe acute respiratory syndrome coronavirus 2

(SARS-CoV-2), and the last one on cognitive performance and Alzheimer’s Disease (AD). In the

following, the findings and results for each study and the contributions made by each one are

summarized.

5.1 Study 1

The first study targets a critical component toward having personalized healthcare for HIV-1

patients. To be able to develop personalized therapeutics, predicting the future changes in the

amino acid sequences of the envelope glycoproteins (Envs) of HIV-1 is vital. To have great

results, understanding the relation between the current variability of an Env position with the

neighboring position is important. Therefore, We hypothesized that, at any time point in a

patient, positions with sequence variance are clustered on the three-dimensional structure of the

Env. To verify this hypothesis, we examined whether variance at any position can be predicted

using the variance of adjacent positions. We then, developed a dynamic ensemble selection

technique to predict such variances on the Env.
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We tested two Env domains targeted by therapeutics; the CD4-binding site and the high-

mannose patch of Env. For both domains and in both clades B and C, the absence or presence of

variance was predicted better using KBC than other classification models.

• Contributions in ML:

– Developing a novel dynamic ensemble selection technique.

– Introducing a new selection procedure for the best classifiers at each region.

• Contributions in the HIV field:

– Predicting the amino acid variances of individual or group of positions using the

variance of adjacent positions on the molecule.

– Verifying the hypothesis that ”positions with sequence variance are clustered on the

three-dimensional structure of the Env”

5.2 Study 2

Between May and August 2020, 1,754 out of 8,013 (about 22%) Covid-19 cases visited

emergency departments [1]. In such critical periods, the need for ICU increases significantly, and

hospitals are near or at capacity. Therefore, it is critical to identify patients in need of ICU using

the patient’s information early in the initial hours of reception. This is essential for hospitals to

prioritize individuals based on the likelihood of ICU admission and better utilize the resources to

save lives.

In the second study, we found a solution for predicting the ICU need for COVID-19 patients,

using only the data for the first few hours after admission. For this purpose, we proposed a

stacking-based classification algorithm capable of identifying the ICU need for hospitalized

COVID-19 patients using only the data from the first two hours of patients’ admission. The

proposed algorithm outperformed baseline models as well as those suggested in previous studies.

In addition, the algorithm saved 10 hours of reaction time by reducing the 12 or 24 hours of time

interval used in other studies down to only 2 hours.
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• Contributions in ML:

– Developing a novel stacking-based classification algorithm

– Introducing a procedure to automatically generate new sets of informative features for

the meta-learner that quantifies the performance of each base learner within a region

– designing a procedure that enables the meta-learner to make a connection between the

location of a data point and the performance of each base learner in that area through

the regional and neighborhood assessment procedures.

• Contributions in the SARS-CoV-2 field:

– Predicting ICU need more accurately than other models

– Reducing reaction time from 24 and 12 hours to only 2 hours.

5.3 Study 3

Aging is frequently associated with a higher risk of dementia and progressive decline in

cognitive performance. However, there exists a group of adults, called Super-Agers, with at least

80 years of age, who have a comparable cognitive function to young adults. The goal of the last

study was to distinguish between Super-Agers and Cognitive Decliners using neural network data.

Since the problem did not have any information about the class labels of participants, we had to

assign the labels first. We then pushed the boundaries further by looking for the optimal labeling,

where the objective function was defined based on the performance of a classifier. We proposed a

hybrid algorithm, utilizing machine learning and optimization, as a solution for this problem. The

proposed algorithm showed superior performance compared to all other baseline models.

• Contributions in ML:

– Developing a hybrid algorithm to optimally assign class labels to instances using

Bayesian optimization

– Developing a novel labeling mechanism
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– Introducing a PCA-based labeling approach for the initial characterization of latent

groups with different cognitive trajectories

• Contributions in the cognitive performance field:

– Distinguishing between largely middle-aged participants who showed cognitive gains

(i.e., “Super-Agers”) versus cognitive decline

– Identify the association between different neural network components and Super-Agers

(or Cognitive Decliners)
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