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ABSTRACT 

 

Structural health inspection has been widely applied in the operation of wind farms to find 

early cracks in wind turbine blades (WTBs). Increased numbers of turbines and expanded rotor 

diameters are driving up the workloads and safety risks for site employees. Therefore, it is 

important to automate the inspection process as well as minimize the uncertainties involved in 

routine blade health inspection. In addition, crack documentation and trending is vital to assess 

rotor blade and turbine reliability in the 20 year designed life span. A new crack recognition and 

classification algorithm is described that can support automated structural health inspection of 

the surface of large composite WTBs. The first part of the study investigated the feasibility of 

digital image processing in WTB health inspection and defined the capability of numerically 

detecting cracks as small as hairline thickness. The second part of the study identified and 

analyzed the uncertainty of the digital image processing method. A self-learning algorithm was 

proposed to recognize and classify cracks without comparing a blade image to a library of crack 

images. The last part of the research quantified the uncertainty in the field conditions and the 

image processing methods.   
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CHAPTER 1.  GENERAL INTRODUCTION 

1.1 Background 

Given the rapid increase in the number of commercialized multi-hundred megawatt (MW) 

wind farms, on-site health inspection of wind turbine blades (WTBs) has become more 

challenging, costly, and time consuming. This study focuses on investigating an image 

processing-based semi-automatic method to identify early defects on WTBs using algorithms 

that address the uncertainties involved in the inspection method so that surface defects can be 

identified accurately and in a timely manner. This chapter explains the necessity of improving 

early defect inspection accuracy on WTBs. 

Wind technology has improved dramatically in the past decade (2001 – 2013) with the average 

wind turbine nameplate capacity increasing from 1MW to 2MW and the average rotor diameter 

increasing from 50 meters to 100 meters [1]. Leading manufacturers and research institutes have 

been proposing and deploying even larger wind turbines with longer blades in recent years such 

as the 62.5-m long Innoblades designed by Gamesa and the 83.5-m long blades from Danish SSP 

Technology that have been installed on a 7 MW offshore turbine for Samsung Heavy Industry [2]. 

The continuously growing rotor diameter adds significant challenges to blade inspection and 

maintenance due to its large scale and location on an elevated tower. Meanwhile, blades are 

expensive components where the installation cost of WTBs is linearly proportional to the rotor 

diameter and typically accounts for 10-20% of the total installation cost when the blade length is 

at 10-50 meters [3]. In addition, wind turbine blades are not “fit and forget” components since 

their failure rate ranks in the top third among all critical large mechanical components. Further, a 

blade failure brings significant down time, 4 days on average, that requires expensive cranes and 

skilled technicians to make repairs [4]. Additionally, repair plans must be developed and approved 
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by experienced engineers, which adds to the maintenance cost. Detecting blade failures in their 

early stages can offer engineers more time to propose the most cost-effective solution, such as 

deciding whether to repair as soon as possible or to carefully operate the turbine until the low 

wind speed season comes. More importantly, detecting early defects can prevent severe structural 

failure, including catastrophic failure, which typically requires blade replacement and 

significantly reduces the availability of the turbine. 

Turbine blades are made of fiber reinforced composite materials and finished with a gelcoat 

layer and a protective paint. The gelcoat layer is typically made of epoxy resin or polyester resin 

that can prevent the infiltration of moisture, dust, and salt into the underlying fiber reinforced 

composite material [5]. Early defects appeared along the coating layers as small cracks or erosion. 

Meanwhile, structural damage may also be seen along the surface coating layers such as lightning 

damage where the first sign of cracks appears near the tip of the blade [6]. Thus, it is critical to 

detect early cracks along the surface coating layers. From these, the engineer can formulate 

further inspection, operation, and repair plans. For example, the engineer will not send crew on 

tower to perform structural health inspection without sufficient insight from the turbine 

operational condition and the blade visual health inspection since structural health inspection is 

more expensive and adds down time to the turbine. Therefore, it is necessary to study new 

methods that can inspect gel goat layer defects efficiently and accurately. 

1.2 Motivation 

WTBs require routine visual inspection to find cracks, leading edge erosion, and severe 

surface roughness, all of which negatively impact turbine performance and may lead to severe 

structural problems. Ground-based inspection using telescopes introduce significant uncertainty 

because of variations in inspector skill and the effects of eyestrain and fatigue [7]. Digital images 
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and digital image processing techniques are key components of automated optical inspection 

techniques. In recent years, researchers have been working on semi-automatic or robotic methods 

for detecting blade surface flaws to improve the accuracy of inspection results, reduce safety 

concerns, and replace current practices such as platform-based inspection or sky workers [8-11]. 

Thorough surface and structural inspections are performed using platform-based inspection or 

sky workers. These inspections usually require nondestructive devices and are more expensive 

than routine visual inspection, which most frequently occurs near the end of warranty, once a 

year for older blades, or whenever severe damage occurs. 

New automated inspection methods are needed to address the shortcomings of current 

techniques and the increased demand for inspection due to the rapid increase in wind turbine 

installations. These methods should reduce inspection time and cost as well as improve the 

reliability of the results, especially in minimizing inspection time on tower. Given the increased 

emphasis on developing offshore wind farms, remotely controlled inspection methods are 

preferred to sending maintenance teams offshore because of cost and safety concerns for workers 

[12].  

Among all the proposed techniques, image segmentation is an effective way to extract flaws 

like cracks from digital images of the WTBs rather than identifying the defects with the human 

eye [13]. Thus, reducing the uncertainties involved in image segmentation will improve the 

efficacy of automated blade inspection technologies.  

Current proposed automated or semi-automated blade inspection methods use two different 

approaches: (1) sending a climbing device on tower (or on the blades) while the blades are 

stationary and (2) an unmanned aerial vehicle (UAV) which is affected by wind speed and 

fluctuations in wind direction. Both of these approaches require image segmentation to extract 
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defects from recorded images of blade surfaces. Moreover, both approaches need some form of 

registration to locate the defect locations on a blade (and therefore, it is necessary to identify the 

location of the blades and the orientation of the nacelle). Otherwise, the inspection methods will 

be highly dependent on the skill of the on-site operator and the location of defects will have a 

high degree of uncertainty.  

MATLAB defines image segmentation as a “process of dividing an image into multiple parts 

[that] is typically used to identify objects or other relevant information in digital images.” [14] 

Thus, image segmentation techniques can identify the orientation of a wind turbine nacelle and 

recognize the position of each blade with respect to the plane of the rotor. This is a critical step in 

a fully automated inspection method because the nacelle is yawing automatically following the 

direction of the wind and the blades are swinging slightly when the wind speed is lower than the 

cut-in speed (i.e., when the wind speed is less than 3 m/s). One alternative is to extract the 

nacelle orientation and blade position from the Supervisory Control and Data Acquisition 

(SCADA) system. However, this can introduce security concerns for the wind power generation 

owner and operators. In addition, the inspection system would be more complex because it 

would have to be compatible with different proprietary control systems from different wind 

turbine manufacturers. Therefore, using image segmentation to identify the orientation and 

location of the blades as well as to detect surface flaws is well suited for a cost-effective 

inspection system. 

1.3 Research Problem 

Thus the research problem is how to accurately detect WTB surface flaws like cracks and 

erosion in a cost-effective manner. This is important since the detection results will directly 

affect the operation cost, repair methods and cost, and the turbine lifetime. This study 
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investigated the uncertainties in WTB health inspection techniques that use digital images to 

identify defects like cracks and erosion. By understanding the nature of these uncertainties, noise 

generated from the field environment as well as the image processing method itself can be 

identified. The findings of the study were used to develop and validate methods that reduce 

uncertainties and improve blade inspection results. In order to address this problem, the 

following three questions were addressed: 

Research Question 1: Is it feasible to identify wind turbine blade surface flaws with image 

processing techniques rather than the human eye? 

Research Question 2: What are the uncertainty parameters that need to be addressed for blade 

health inspections and can an image-processing model be formulated that reduces the uncertainty 

of image processing results while identifying blade surface flaws? 

Research Question 3: What are the elements that have impact on the uncertainties of the model 

and can be improved for real-time on-site inspection and how are they related? 

1.4 Research Objectives 

The primary objective of this research is to formulate and validate image segmentation 

models that can accurately identify WTB surface defects onsite and under field conditions that 

include uneven lighting and environmental noise like insects as well as noise generated from 

image processing techniques. This research aims to characterize the uncertainty so that more 

effective inspection techniques can be developed with image processing techniques. 

The first sub-objective was to investigate whether image processing methods are feasible to 

inspect flaws of a wind turbine blade. If this approach is feasible, the goal was identifying the 

image processing methods and addressing the factors that affect the inspection results.  
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The second sub-objective was formulating an image-processing model that can detect blade 

surface defects and minimize the uncertainty parameters that affect the inspection results at the 

same time. The goal was to understand the general uncertainty parameters such as background 

noise and their behaviors in the image processing model. An effective image-processing model 

must eliminate the noise generated from the uncertainty parameters. 

The third sub-objective was to further design an algorithm that can significantly improve the 

inspection results from the image processing model under complex field conditions. The goal is 

to cover severe uncertainty sources in the field conditions so that the inspection method can be 

adapted to an automated inspection device. This step is critical because field conditions are more 

complex than lab environments. As a first step, we defined the worst-case scenarios of each field 

condition and studied its effects in a lab environment. It was also necessary to determine the 

detectability of the proposed method. Here detectability means the minimum size of a crack that 

can be detected with image processing techniques. False positive inspection results will add 

inspection costs by unnecessarily sending technicians on tower while missing an early defect can 

lead to potential structural damage that will increase operation and maintenance (O&M) costs 

significantly.  

1.5 Impact 

The accuracy of blade inspection results has a direct impact on the lifetime of blades, 

inspection and maintenance costs, and the annual energy production of a turbine. WTBs are 

typically designed for a 20-25 year lifetime and account for 18-20% of the turbine cost (i.e., 

more than $300,000). Missing defects can lead to severe problems that could result in replacing a 

blade and significantly increase O&M costs and decrease energy production. A healthy blade 
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that is erroneously flagged with defects will add additional inspection costs by sending 

maintenance personnel on tower and reduce energy production revenue.  

The methods investigated in this study can be adapted to other contexts of image 

segmentation methods such as satellite image segmentation and medical image segmentation. A 

broader impact of this research is that this study will benefit both the wind energy industry and 

society by decreasing the cost of wind energy because of reduced O&M costs and greater turbine 

reliability. With wind energy going offshore, some of the safety and cost challenges of O&M 

associated with sending maintenance teams on site can be addressed by automated inspection 

techniques.  

1.6 Dissertation Organization 

The remainder of this dissertation is organized as follows: Chapter 2 provides a literature 

review of relevant research. Chapter 3 introduces the feasibility of identifying cracks with digital 

image processing methods. Chapter 4 classifies the types of cracks along the coating materials of 

WTBs and describes a new threshold-based method with a linkage algorithm to better detect 

early cracks. Chapter 5 proposes a crack reorganization and classification method based on the 

geometric characteristics of connected pixels. Chapter 6 discusses the uncertainties in field 

operation. An adaptive window size thresholding was applied to eliminate the uncertainties of 

field conditions and the uncertainties within the digital image processing method. Finally, 

Chapter 7 offers a discussion of the results, concluding remarks, and an explanation of the 

contribution of the work. 
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CHAPTER 2. LITERATURE REVIEW 

This chapter reviews previous research in three sections: threshold-based image processing, 

uncertainty in threshold-based image processing, and crack recognition and classification studies.  

2.1 Threshold-based image processing 

Thresholding image segmentation is a powerful technique in image processing in which the 

objects of interest are separated from the background with bilevel or multilevel thresholds. 

Bilevel thresholding has one threshold that segments the image into objects and background. 

Multilevel thresholding has several thresholds that separate the image into background and 

several objects corresponding to different levels of intensity regions. Both bilevel and multilevel 

thresholding can be applied to grayscale images. The segmented image reduces storage space 

significantly and can improve processing speed. However, uneven lighting causes information 

loss and generates Type II error (i.e., missing objects) that has been studied in recent years [1-3], 

especially during field inspection under uneven lighting.  

Otsu’s method is one of the widely used methods for bilevel thresholding. It maximizes the 

variance between the two classes (background and objects) and minimizes the variance within 

each class so that it can provide satisfactory segmenting results even when the histogram of a 

grayscale image does not have two obvious peaks (i.e., the difference in intensity levesl between 

background and object is unclear). Many proposed methods for addressing uneven lighting have 

used Otsu’s method in subimages or small windows of the original images locally and then 

combined the segmenting results. For example, Huang developed an adaptive window size 

algorithm based on a pyramid data structure manipulation of the Lorentz information measure 

(LIM) [1]. A contour map image and a document image were tested with Huang’s method and 
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the results showed significant improvement under uneven lighting as compared to Otsu’s 

method. 

2.2 Uncertainty in threshold-based image processing 

Uncertainty from image segmentation has been studied in the context of medical image 

processing. Noise from the image capturing process such as uneven lighting contributes to the 

uncertainty of image processing and the partial volume effect is a recognized problem in medical 

image processing. The partial volume effect is the loss of apparent activity in small objects or 

regions because of the limited resolution of the imaging (i.e., a defect (e.g. a crack) is relatively 

small compared to the overall object (e.g. blade surface) in the image and thus it has a fuzzy 

outside contour/edge). Apparent activity is a technical term in image processing technics used for 

medical images that represents the exposure rate of the image at a distance of 1 m. Lelandais 

proposed a method to address both of these shortcomings based on image fusion that uses belief 

function theory in image segmentation. The method was validated with simulated images as well 

as medical images to show its ability to accurately extract images with noise and the partial 

volume effect. The simulated images in the study were created with different signal-to-noise 

ratios. These images did not have severe noise generated from the image acquisition system. 

Thus, the same method is expected to produce very different results for images of wind turbine 

blades [4]. 

Zhao investigated data quality and uncertainty in a geoinformation science context by 

modeling a set of results from image segmentation of an earth image as statistically random sets 

(i.e., a set of data with no recognizable patterns). A region-growing algorithm was used to 

quantify the extensional uncertainty (i.e., uncertainty of identifying the edges of an object in an 

image) of the sharp and/or vague boundaries of objects in digital images. The method was 
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validated with 14 image objects with varying boundaries and the results were promising. 

However, its applicability to images with uneven illumination and severe background noise has 

not been studied. Also, the method targeted large-scale objects (with respect to the entire image) 

such as rivers and lakes, rather than small-scale objects like cracks on a blade surface [5]. 

In recent years, Tsai proposed an adaptive local thresholding method using simulated 

annealing to solve the difficulty of selecting the initial window size for Huang’s method [6]. 

Kanungo used a parallel genetic algorithm-based adaptive thresholding method to select the 

initial window size of Huang’s method. The adaptive window size segmenting methods address 

the uneven lighting problems but also add computational work and the initial window size 

problem. One possibility is that the window size will correspond to the entire image when the 

object is small relative to the image. Wu proposed a method based on image data fields inspired 

by the physical world that segments grayscale images efficiently and effectively [3]. Other 

studies like Ma showed that the fuzzy C-means image segmentation algorithm can solve the 

uneven illumination patterns when active or structured light patterns are projected onto a scene 

[6-8]. 

2.3 Automated crack recognition and classification 

Defect recognition and classification were studied during the development of computer 

numerical controlled (CNC) machines, in which machine vision was used to select qualified 

materials. The wood machining applied an inspection algorithm to the CNC machine so that it 

could find defects in the wood materials [9]. The algorithm measures the gauging tonal 

properties such as the mean, the variance, the skewness, and the kurtosis of the distributions of 

the intensity level of pixels along the digital images of the wood surfaces. Then the algorithm 

computes the gauging pattern qualities and applies two pattern recognition methods for 
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identifying defects along the wood surfaces. One of them is a pairwise multiclass classification 

scheme that determines whether an entire part of the surface image is within the bounds of a 

standard chi-squared test. However, the accuracy of the method was not guaranteed because the 

time frame of the study was short.  

Following the CNC machine, defect recognition and classification methods were applied in 

process controls such as bread manufacturing, where robots continue to be responsible for 

picking, packing, and palletizing [10]. The robots visually examine all the bread in the assembly 

line and discard the bread with unqualified shapes.  The robots then pack the qualified bread and 

palletize it for shipping to stores.  

Lately, object classification has become popular for video-based face recognition and other 

surveillance activities [11-13]. Bayesian network classifiers are widely used in many fields for 

classifying image and video data so that the image processing can be more cost-efficient. One 

area of the work is to reduce the parameters involved in Bayesian network classifiers [14]. Some 

of the other works were focused on deeply reconstructing the image/video data so that the 

classification can be fast and have self-studying ability [15]. 
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CHAPTER 3. FEASIBILITY OF AUTOMATIC DECTION OF SURFACE CRACKS IN 

WIND TURBINES BLADES 

Huiyi Zhang, John Jackman 

A paper published in the journal Wind Engineering, 2014, 38(6), pp 575-5 

3.1 Abstract 

Cracks on the surface of a wind turbine blade (WTB) can be a sign of current or future 

damage to the underlying structure depending on the severity of the cracks. We investigated a 

new method for automatically detecting surface cracks based on image processing techniques. 

The method was evaluated by varying crack parameters and parameters used in our method. 

Identifying and quantifying cracks as small as hair thickness is possible with this technique. 

Orientation of a crack did not affect the results. The effects of uneven background illumination 

(present in images captured on-tower) were significantly reduced by optimizing threshold value 

for the Canny edge detection method. The accuracy of quantifying a crack was increased by 

reducing noise by processing an image with both the Sobel and Canny methods and then 

combining the results. [1] 

3.2 Introduction 

Visual inspection is widely used as part of routine maintenance programs for large scale 

structures such as WTBs, aircraft, and bridges. Given the scale of these structures, inspection 

times are lengthy and the accuracy of the results depends on the skill of the inspector. Visual 

inspection is prone to distractions and eye fatigue [2]. For WTB inspection, inspector safety is 

also a concern because “sky workers” perform the inspection while suspended by a rope attached 

to the turbine or supported by a platform [3]. An alternative to sky workers is the use of 

telescopes mounted on the ground. It is well established that eye strain and eye fatigue occur in 

long term use of telescopes [4]. Visual inspections are not consistent because inspectors vary in 
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their ability to detect small surface flaws that accumulate under normal blade working conditions 

such as hairline cracks on the blade surface. 

WTBs account for 20% of the total turbine cost and pose a major challenge for maintenance 

due to the large-scale, on-tower location, and complex materials [5]. The annual Operation & 

Maintenance (O&M) cost of a wind farm is on the order of 0.5 – 2.5 cents/kWh based on the 

capacity and the operation years and it accounts for 10 - 20% of the total cost of energy (COE) 

for a wind project, based on current COE figures of 3.5 – 6 cents/kWh [6]. Although information 

is scarce on the cost breakdown of components in O&M, blade failure ranks in the top third of 

failure rates among all the critical large mechanical components. In addition, it adds a significant 

downtime per failure, 4 days on average, using expensive cranes and skilled technicians [7]. 

Early inspection can help prevent severe structural damage and reduce O&M costs (SGS Group, 

2010). The SGS Group points out that repairing a blade with significant damage costs 26% of the 

original blade cost. If the problem is detected early enough by using a third-party inspection 

company, the cost would be 0.64% of the original blade cost [8]. 

Turbine blades generally are coated with two thin protective layers, a gel coat and a water-

based varnish, to prevent infiltration of moisture, sand, and salt into the underlying fiberglass 

composite material which can lead to delamination and other types of structural damage. 

Depending on the stress applied to the blade surface, the thickness of the gel coat may vary 

between 0.3mm where loads are light and 0.6mm along the leading edge where it makes first 

contact with wind and loads are particularly high [9]. The health of the protective layers is a 

major O&M concern and is a significant contribution to COE using existing on-tower inspection 

and repair methods. Companies like BASF have made numerous efforts to develop more durable 

coating materials [10]. However, gel coat defects like cracks and erosion can still occur as soon 
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as several months after starting in operation due to environment events such as heavy rains. With 

wind energy moving offshore, the blades will experience a more challenging environment – high 

moisture and salt – and potentially higher O&M costs. 

Cracks that occur in the protective layers include stress cracks, crazing, and thermal cracks as 

shown in Figure 1. These can significantly reduce the aerodynamic efficiency of blades and lead 

to structural damage, which is more difficult to detect and repair. This paper addresses the 

characteristics of the WTB surface flaws and method parameters for automatic computer-aided 

optical inspection. Similar methods have been studied for aircraft health inspection. For example, 

a stereoscopic method has been successfully applied to a limited number of surface cracks on 

aircraft skins [11], [12]. The remainder of the paper is organized as follows. In the next section 

we describe the methodology of crack detection. Then we present the results for some candidate 

images, followed by concluding remarks. 

 

3.3 Methodology 

The three stage crack detection methodology includes: (1) a line detection method to quickly 

scan a WTB and locate crack regions, (2) an edge detection method that produces a detailed 

representation of a crack, and (3) a crack quantification method that characterizes the severity of 

a crack (e.g., size, color). 

A series of synthetic cracks were created to control the common characteristics of surface 

cracks so that we could study the factors that affect the visibility of a surface defect. Brownian 

 
Figure 1. Types of Gel Coat Cracks. 
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motion was used to create a random crack with correlation between neighboring points on the 

crack. Variations in thickness and color were also considered. 

3.3.1 Synthetic crack generation 

 

A set of representative synthetic cracks was generated with one-dimensional Brownian 

motion in a controlled fashion as shown in Figure 2. One-dimensional Brownian motion 

represents a random displacement from the current location based on random number generated 

from a standard normal distribution. The background color of the region surrounding the 

synthetic cracks was defined as either white or light gray to be consistent with the paint color of 

a blade. The color of the synthetic crack itself was varied to represent the severity of a crack. The 

color of surface cracks gradually changes as the cracks go deeper into the surface and become 

easier to identify in digital images. The complexity of a surface crack was reflected in its non-

uniform thickness, variation in color, and small deviations along the direction of crack 

propagation. 

 
Figure 2. Synthetic cracks: 1. Different intensity level of pixels 2. Hairline thickness cracks 3. 

Noises & uneven illumination 

. 

 

Xmax: 434 pixels 

Ymax: 328 pixels 

(0,0) 

Xmax: 432 pixels 

Ymax: 335 pixels 

(0,0) 

Xmax: 440 pixels 

Ymax: 341 pixels 

(0,0) 

Xmax: 434 pixels 

Ymax: 341 pixels 

(0,0) 

Xmax: 435 pixels 

Ymax: 338 pixels 

(0,0) 

Xmax: 434 pixels 

Ymax: 341 pixels 

(0,0) 

1 – (a) 

1 – (b) 

2 – (a) 

2 – (b) 

3 – (a) 

3 – (b) 
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Differences in the intensity level of pixels, irregular distribution and geometry of noise (e.g., 

dirt), and uneven illumination of the image background are three major factors that can decrease 

the detectability of a crack [13]. The geometry and color of a crack may have some level of 

impact on the defect detectability. Therefore, we generated three representative groups of 

synthetic cracks to test the corresponding three hypotheses listed in Table 1. 

Table 1. The characteristics of cracks to test the hypotheses 

No. Hypothesis Characteristics of cracks 

1 

Different intensity levels of background 

pixels affect the detectability cracks 

using image processing techniques. 

The color of the cracks is the same, but the 

background color is either white or light 

gray. 

2 

Automatic crack detection can detect 

small thickness cracks or weak intensity 

levels of pixels that an inspector would 

miss. 

Small color differences were defined 

between a crack and its background. Crack 

thickness was set to one pixel. 

3 

Irregular noise and uneven illumination 

affect detectability of cracks. 

Non-uniform thickness of two synthetic 

crack images. One has irregular noise and 

the other has uneven illumination. 

 

Three field images were selected to further investigate the hypotheses in Table 1 and to 

evaluate if the parameters that define the detectability are consistent with the six synthetic 

cracks. After testing the method on the three groups of synthetic cracks, the field images shown 

in Figure 3 were used to evaluate the accuracy of the method. The results were compared to the 
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synthetic cracks to check whether the synthetic cracks captured the basic characteristics of real 

cracks. 

 

One of the field images in Figure 3 (a) was a hairline crack and is the most difficult flaw to 

detect with the human eye. The hairline cracks shared the same characteristics as the synthetic 

cracks in the second group as shown in Figure 2-2 (a) and (b) . The second image was a stress 

crack as shown in Figure 3 (b). It was used to investigate the effect (if any) of uneven 

illumination on the detectability of an image. It was also used to assess the importance of the 

direction of the line detection masks. The third crack as shown in Figure 3 (c) was crazing, 

which typically has a spider web geometry and some of the small cracks in a crazing may not 

coincide with the four directions of standard line detection masks. The images in Figure 3 (b) 

and (c) were used to evaluate the effects of uneven illumination and noise on the detectability of 

cracks, corresponding to the synthetic cracks in group three as shown in Figure 2-3 (a) and (b). 

The background color of Figure 3 (a) and (b) was light gray and Figure 3 (c) had a white 

background color, which corresponds to the synthetic cracks in the first group of Table 1. 

 
Figure 3. (a) Hairline crack (RGB image: 157-by-272). (b) Stress cracks (Gray-scale: 
247-by-350). (c) Crazing (RGB image: 270-by-435). 
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3.3.2 Line detection 

A line detection method was used to perform a quick scan on a blade. It is simple, fast, and 

sensitive to individual line segments. Cracks can be treated as a set of connected segments. A 

line is a basic type of intensity discontinuity in a digital image and the most common method to 

detect them is to process the image with a linear spatial filter mask having a binary format. The 

process consists of moving the center of the mask to each pixel in an image and computing the 

response at each pixel, which is the sum of the product of the mask coefficients and the intensity 

of the 8 neighboring pixels and is given by 

R =  ∑ wizi
8
i=1        (1) 

where, zi is the intensity of the pixel associated with the mask coefficient wi. 

Theoretically, only an odd number size of the mask is considered since R is the response from 

the center of the filter mask at a specific pixel, (x, y). The smallest mask is a 3 × 3 matrix (i.e., 8 

neighboring pixels). There are four standard line detection masks corresponding to the 

orientation of the lines, namely, horizontal, 45˚, vertical, and -45˚ as shown in Table 2. The 

larger number – 2 – in the mask matrix represents the direction of the mask and it has a strong 

response to one pixel thickness segments. Increasing the number from 2 to 3 will smooth the 

output image but continually increasing the number will create fuzzy results. Although the 

vertical line detector masks responded strongly to one pixel thickness lines, it can also detect 

vertical lines with different thicknesses. A binary union operation between the four standard line 

detector masks creates a composite mask that can detect lines in any direction. 

A threshold value was used to convert a gray-scale image to a binary image. Suppose f(x, y) 

represents the intensity of a pixel at (x, y) and T is a selected threshold value, any pixel where 
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f(x, y) ≥ T is set to 1 and is classified as an object pixel. Otherwise, the pixel is set to 0 and is 

classified as a background pixel. A threshold image g(x, y) is defined as 

g(x, y) = {
1 if f(x, y) ≥ T

 0 if f(x, y) < T
      (2) 

Table 2. Standard line detector masks 

-1 -1 -1  2 -1 -1  -1 2 -1  -1 -1 2 

2 2 2  -1 2 -1  -1 2 -1  -1 2 -1 

-1 -1 -1  -1 -1 2  -1 2 -1  2 -1 -1 

(a) 

Horizontal. 

 (b) 45˚.  (c) 

Vertical. 

 (d) -45˚ 

The MATLAB toolbox provides a function, graythresh, that computes a threshold using 

Ostu’s method [13]. However, this method tends to generate significant noise when the 

background illumination is uneven. 

3.3.3 Edge detection 

A major advantage of edge detection is that uneven illumination does not affect the 

detectability of an edge. Edge detection was used to capture the outer contour of non-uniform 

thickness cracks and to complement the inadequacy of line detectors in detecting meaningful 

discontinuities in intensity values. Unlike line detection, edge detection uses first- or second-

order derivatives to compute the maximum rate of change of grayscale levels of pixels. Edge 

detection gave much smoother results by eliminating noise with a small number of pixels. 

However, this process may take a long time when the size of the images are large like 2 MB per 

image. Therefore, line detection was applied first so that a fast scan of the entire blade can be 

performed in a reasonable amount of time and then the edge detection method was used to 

extract smoothing information from the areas identified by the line detection. 
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The MATLAB function, edge(),  supports several common detection methods including: 

Sobel, Prewitt, Laplacian of a Gaussian (LoG), and Canny. The key difference between these 

methods is how the first or second-order derivatives are approximated. The first order derivative 

in image processing is a vector for a 2D function f(x, y) given by 

∇f = [Gx
Gy

] = [
∂f

∂x
∂f

∂y

]      (3) 

with the magnitude of the vector being g = mag(∇f) = [Gx
2 + Gy

2]
1/2

 and the angle is α(x, y) =

tan−1(
Gx

Gy
), where the angle defines the edge direction. Both Sobel and Canny methods were 

considered since Sobel is the most commonly used and Canny is considered to be the most 

powerful edge detector. The Sobel method had default masks as shown in Table 3 to compute the 

gradient, ∇f, which is composed of vectors Gx and Gy, given by 

Gx = (z7 + 2z8 + z9) − (z1 + 2z2 + z3) and 

Gy = (z3 + 2z6 + z9) − (z1 + 2z4 + z7).    (4) 

where z1, … , z9 are the pixel values in the image that span the Sobel masks. 

Table 3. Sobel detector masks. 

-1 -2 -1  -1 0 1 

0 0 0  -2 0 2 

1 2 1  -1 0 1 

(a) 

Vertical. 

 (b) 

Horizontal. 

The Canny method is more complex and includes a Gaussian filter, a local gradient, an edge 

direction computation algorithm, and provides edge linking by incorporating the weak pixels that 

are connected to the strong pixels. 
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The default threshold number for the Sobel and Canny methods does not guarantee a positive 

result. However, both of these methods offer promising results by optimizing the threshold value. 

The Sobel method offered less noisy results as compared to the Canny method but also tended to 

miss a significant number of the defects. By updating the threshold number, the Canny method 

produced the smoothest result. The Sobel method did not reduce the background noise 

significantly as the threshold value was adjusted. On the other side, the noise generated by Sobel 

operator looks like points, where Canny’s noise tended to be small segments. If we treat the 

noisy results as connected pixels, then we can filter them by eliminating number of connected 

pixels less than a specific number, say 3 pixels. With this method, Sobel operator can eliminate 

noisy results better because the noise results generated by sobel operator are small dots. 

Adjustment of threshold number required a lot of human intervention, which is not the goal of 

this research. The default threshold value was used as a starting point and was adjusted using a 

fixed step size. The edge detection method was performed with the new threshold value and the 

results were compared with the previous results to determine if the difference is within an 

acceptable tolerance. For example, the default threshold value for the Canny method is T =

[t1, t2] that produces a matrix A0 containing all the detected edges corresponding to the cracks. 

The threshold value was updated to T1 = [t1 + .1 × (t2 − t1), t2 − .1 × (t2 − t1)] and applied 

again, producing a new set of detected edges in matrix A1 . The process was repeated until 

Ai+1 − Ai  ≤ D, where D is standard deviation of all As. 

3.3.4 Quantifying crack severity 

Two methods were used to quantify the severity of a crack. The easiest method is to find the 

bounding rectangle (parallel to the x and y axes) that encloses the pixels from the edge detection 

method. This region identifies the most likely required repair area. However, it did not provide 
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any further information about the orientation of the crack and tended to overestimate the 

magnitude. 

The second approach was to find the minimum envelope that encloses the crack (i.e., the 

envelope orientation is not constrained). The envelope can be found by estimating the parameters 

of a line that minimizes the maximum distance to all the points on the crack edges. Using the 

start and end points of the detected edges, the sides of the envelope can be found by projecting 

the end points onto the estimated line. The other two sides of the envelope correspond to the 

maximum deviation of the crack on each side of the line. 

To minimize the maximum distance to the line, the function fminimax in MATLAB was used 

to find the best fit parametric line, denoted by {x=at+b
y=ct+d

. The function, fminimax, requires an 

initial guess for the parameters of the line [a, b, c, d] and  a function that computes the maximum 

distance of all points along the edges to the given line. The function stops when the values of [a, 

b, c, d] are within a specified tolerance (i.e., the change is negligible) or a maximum number of 

iterations is reached. The default iteration limit is 500 in MATLAB. In this study a limit of 2500 

iterations was used. 

3.3.5 Potential errors 

Any inspection technique can result in two kinds of errors: false-positive (Type 1) or a defect 

is missed (Type 2). For crack detection, a Type 1 error can be caused by noise, which cannot be 

totally avoided. Missing a defect (Type 2) could occur due to uneven illumination or line and 

edge detection method parameters. The consequences of a Type 1 error in this context are not as 

severe as the Type 2 error, since missing defects can lead to ignoring the necessary maintenance, 

leading to future structural damage. Type 2 error can be reduced significantly by adjusting the 

threshold values. 
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3.4 Results 

The results of the image processing show that (1) noise, intensity level of pixels, and uneven 

illumination are major factors that affect detectability, (2) the line detection method is capable of 

quickly scanning a blade to find crack regions, and (3) uneven illumination is not a major factor 

in edge detection methods. The Canny method offers the best results in detecting discontinuities 

in the surface. The severity of a crack is difficult to quantify because we only considered 2D 

images in the paper. However, the crack size and intensity level of pixels offer important insights 

on the magnitude of a crack. 

The six synthetic cracks and three representative field images were tested with both line and 

edge detection methods. The Canny method had the best results by far in terms of detecting 

discontinuities in the surface. Generally, uneven illumination had much less influence on the 

detectability of edge detection methods as compared to line detection. For a very bright 

background, edge detection offered much better results. Unlike line detection, edge detection 

eliminated low levels of noise and the detected edges were much smoother. 

3.4.1 Factors affecting detectability 

The intensity level of pixels is important. The results for the first group of synthetic cracks did 

not indicate that our method can detect a crack with a lighter background color easier than an 

image with a darker background color. When applying the MATLAB graythresh function, the 

two images resulted in very different optimal threshold numbers and both of the images resulted 

in clearly delineated defects. Not surprisingly, the applicable threshold range was significantly 

different for the two images. The one with a white background had an acceptable threshold value 

from 0.746 to 0.999. The image with a gray background had an acceptable threshold value 

between 0.745 and 0.827. Higher threshold values eliminated more noise with low- to middle-
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level intensity levels for pixels in the background, which can make the results more definitive if 

there is a lot of noise in the background. However, the tradeoff is that some of the defects will be 

filtered out if the defect has a lower intensity level than the noise in the background. 

Surprisingly, crack thickness did not affect the detectability of a crack for synthetic cracks and 

field images. Also, crack orientation was not a significant factor. In the line detection method, 

when images were rotated counter-clockwise in 10 degree increments, the line detector masks 

were able to detect lines all directions. Edge detection methods are based on first- or second- 

order derivatives, which are not affected by crack orientation. Therefore, both line and edge 

detection methods were not affected by crack orientation. In other words, the orientation of the 

field camera is not expected to affect the results. These results suggest that the computer-based 

method may be a better alternative to using sky workers for visual inspection of blade surfaces. 

Background illumination is important because automatic threshold computing methods tend 

to fail when the background illumination of an image is uneven (i.e., there is variance in the pixel 

values). Uneven illumination had a severe impact on the line detection method as shown in 

Figure 4(b). The original image of stress cracks in Figure 3(b) had very bright lighting on the 

background and the results were poor. Therefore, the lighting problem still poses a challenge to 

line detection. This problem can be addressed to a limited extent with existing image processing 

techniques. Further research is warranted to reduce the effects of uneven lighting on crack 

detection. Edge detection methods reduce the uneven illumination problem for the same cracks 

as shown in Figure 5 (b) and (d). Also edge detection methods reduce the background noise 

problem for the crazing cracks shown in Figure 6. This supports the hypothesis we made earlier 

that it would be most effective to use the line detection method to perform a quick scan and then 

apply an edge detection method to investigate the details of a crack. 



 

 

35  

 

3.4.2 Edge detection 

Edge detection methods like Sobel and Canny produced much smoother results than the line 

detection method. Noise and uneven illumination did not have a significant impact on edge 

detection. The intensity level of pixels is very important to both line and edge detection methods 

because if the intensity level of noise is larger than the intensity level of the defect, the defect 

will not be detected since the method will consider it to be background noise and eliminate it. 

When testing synthetic cracks with the line and edge detection methods, the first two groups 

or the first four synthetic cracks had the same results. Neither the color or size of the crack 

affected the result. In other words, both the line and edge detection methods could easily detect 

hairline cracks when there is no significant background noise or no uneven illuminations. 

However, both the Sobel and Canny methods required adjustments to the threshold values to 

detect some cracks. Without these adjustments, these methods had difficulty detecting stress 

cracks with under uneven illumination conditions and crazing cracks with noisy backgrounds. 

 
(a) Hairline crack.  (b) Stress cracks.  (c) Crazing. 
Figure 4. Field sample of edge detection for detailed defects 
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With the default threshold value, Canny operator offered much better results as shown in 

Figure 5 (c), where sobel method had too much Type 2 error as shown in Figure 5 (a). Both sobel 

and Canny operators could produce better results by optimizing the threshold values as shown in 

Figure 5 (b) and (d). However, the Canny result is much smoother but its noisy results is also 

much stronger as shown in Figure 5 (d). 

 

The crazing crack from Figure 5(c) contains a lot of noise, which is common to blades. Both 

the Canny and Sobel methods were able to reduce the background noise effect, which means the 

computer-based optical inspection method is feasible for on-site application. See Figure 6. 

 

 
(a) Sobel operator with default threshold  (b) Sobel operator with optimal 
threshold 
(c) Canny operator with default threshold           (d) Canny operator with optimal 
threshold 
Figure 5. Edge detection with different threshold values 
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3.4.3 Quantifying the cracks 

After the cracks were detected, they were bounded in a rectangle and a minimum enclosing 

envelope. The rectangle indicated the recommended repair area. The envelope provided 

additional information on the direction and magnitude of the cracks. However, if there was a lot 

of noise, the parallel lines were just the lines parallel to a line with minimized maximum distance 

to all the points detected, which included noisy results and very small flaws as seen in the results 

in Figure 4(c). Therefore, eliminating noise as much as possible is very important in estimating 

the magnitude of a crack. 

The first synthetic crack in Group 1 was selected to address the capability of quantifying a 

crack since the direction of the crack is clear and it is easy to determine if the approximation line 

follows the direction of the crack. First, the recommended repair area is enclosed in the yellow 

rectangle with 423-by-301 pixels as shown in Figure 7, where the original image has 434-by-328 

pixels shown in Figure 2-1(a). The minimum envelope for the crack was bounded by the light 

blue lines that are parallel to the purple line with parametric equations listed below. 

{
x = 439.2590 ∗ t + 202.6571
y = 277.2023 ∗ t + 166.7593

      (5) 

where t ∈ [−0.46, 0.502]. 

 
(a) Sobel operator    (b) Canny operator 
Figure 6. Edge detection reduce noise significantly 
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The two parallel lines in light blue enclosed the cracks with minimum distance to the purple 

line as shown in Figure 7. The severity of a crack was defined by its intensity along the crack. 

The location of the cracks on the blade can be critical. For instance, if a crack occurred along the 

leading edge or the root section, it may create greater damage or accelerate structural damage 

than in other areas since the leading edge contacts the wind first and the root section is affected 

by a greater accumulation of fatigue loads. 

3.4.4 More field images 

A set of 27 field images were collected at Fraunhofer-IWES in Aug. 2013. The 27 images 

were processed with the edge detection methods and the results were consistent. One of the 

sample cracks were detected and quantified as shown in Figure 8. 

 
Figure 7. Quantification of the Synthetic Crack in Figure 2-1- (a) 
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3.5 Conclusion and future work 

This paper evaluated two image processing techniques for detecting cracks in wind turbine 

blades, namely, the line detection method and the edge method. The original hypothesis was that 

the line detection method would be best for performing a quick scan of the blade surface to find 

crack regions and that the edge method would provide a more detailed description of cracks. The 

results of the study support this hypothesis. 

The line detection method is appropriate for quick scans because it can quickly identify 

hairline cracks that are invisible to the naked eye. Image processing thresholds and filters can be 

used to minimize false-positives caused by surface irregularities like dirt or dust. However, 

uneven illumination poses serious problems for the line detection method that cannot be 

overcome. 

 
Figure 8. Quantification of a field image with a crack 
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The edge detection method provides more detailed information about cracks than line 

detection, but is so detailed that it has difficulty distinguishing between surface irregularities and 

cracks. The most effective method we recommend is to first identify crack regions using the line 

detection method followed by edge detection to collect more information on the cracks. Edge 

detection is particularly useful when there is uneven illumination. 

The results showed that automated optical inspection for crack detection shows promise for 

maintenance work on in-service wind turbine blades. With a high quality image and processing 

tools, image processing techniques can consistently identify cracks that are invisible to human 

eyes, even when looking at the blade from different angles. Further research is necessary to 

apply these methods to more sample cracks and to investigate methods that minimize errors 

caused by uneven lighting. 
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CHAPTER 4. IMAGE SEGMENTATION AND LINKAGE TECHNIQUES TO DETECT 

GEL COAT CRACKS WITH SEVERE BACKGROUND NOISE 

A paper to be submitted to IEEE Transaction on Image Processing 

4.1 Abstract 

Visual inspection plays a vital role in routine health inspection of wind turbine blades 

(WTBs), where on tower practice brings uncertainty to the inspection results as well as safety 

concerns of the site employees. This paper proposes a threshold-based method to continuously 

detect cracks along the blade surface coating with severe background noise and uneven 

illumination, which can be applied to future automatic inspection devices. The paper classifies 

the types of surface defects based on previous studies and on-site experience. A pattern 

recognition method was applied to compute the threshold value for edge detection with a sobel 

operator. Flood fill algorithm was used to extract connected components from a single image and 

a histogram of connected components was applied to determine the “best-fit” threshold value for 

removing background noise like dust and insects that pass through edge detection. Finally, edge 

linking techniques were modified to fill gaps within a crack and determine its branches.  

4.2 Introduction 

Structural health monitoring is an essential component of maintaining large-scale structures 

such as wind turbines, aircraft, and bridges. Large composite structures (such as those found in 

wind turbine blades) are regularly inspected using optical methods to detect damage at an early 

stage. If damage is detected, additional nondestructive evaluation techniques can be used to 

characterize the damage [1]. Optical inspection plays an important role in reducing operation and 

maintenance (O&M) costs and maximizing energy production in wind farms. Blades are critical 

components of a wind turbine that need to be inspected regularly to decide when corrective 
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action is warranted due to damage (such as, crack or erosion) [2], [3].  

Blades are typically made of fiber-reinforced composite materials and coated with an epoxy-

based gel coat layer and a waterproof paint to protect the composite structure from extended 

outdoor exposure. Damage can occur after production, during transportation, installation, and 

operation. Surface flaws as small as hairline thickness cracks allow moisture and salt in the air to 

penetrate the laminate structure and can lead to severe structural damage. In addition, surface 

roughness caused by defects will reduce the power-generating rate and can upset the balance of 

loads between the three blades in a typical horizontal turbine configuration [4].  

Early defects within the gel coat layer tend to have low intensity color contrast with respect 

to the background, while environmental noise such as dust and insects have a significantly higher 

intensity contrast. The challenge is to identify the defects in blade images when such noise 

occurs. In addition, defects like cracks may have gaps, and noise makes it more difficult to 

recognize these gaps. Understanding the nature of defects and noise is critical to minimizing 

Type 1 and Type 2 errors during image processing. A Type 1 error is a false alarm (e.g., a crack 

was detected but there is no crack) and Type 2 error is a failure to detect an existing crack [5]. 

This paper describes a new crack detection technique that can identify and quantify multiple 

cracks from a single image with severe background noise as well as link cracks with gaps. The 

remainder of the article is organized as follows. In section 2, we describe the nature of blade 

surface defects. Section 3 explains existing and our proposed surface inspection methods as well 

as some of the challenges of applying image processing to blade inspection. In section 4, the 

methodology is described. Section 5 presents the results from analyzing sample field images 

using the proposed methods.  

4.3 Nature of blade surface defects 
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Previous studies have defined the types of defects on a blade surface as the “formation and 

growth of cracks in the gel coat and debonding of the gel coat from the skin (gel coat cracking 

and gel coat/skin debonding)” [6]. The majority of cracks observed during load testing occur in 

the region between the root section and 2/3 of the blade length as shown in Fig. 1. While erosion 

can occur at any location on the leading edge, it is typically found in the tip region because of the 

higher speeds. 

 

Based on on-site inspections by maintenance companies, surface defects can be classified as 

gel coat cracks, mechanical cracks, erosion, and adhesive joint failure along the leading and/or 

trailing edges as shown in Fig. 2. 

 

Fig. 1.  Schematic of a wind turbine blade. Box beam configuration has double shear 

webs and is common for blades longer than 40 m. Shear web configuration has one 

shear web forming an I-beam with spar caps.  
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4.3.1 Gel coat cracks 

A gel coat layer is applied to the blade surface to increase durability by preventing ultraviolet 

degradation and hydrolysis. Cracks are one of the common early gel coat failures, which can be 

classified into three sub-categories. 

 Type 1: hairline cracks – such cracks are as small as hairline thickness and are difficult to 

see with the human eye. These cracks occur primarily along the leading edge, but can also 

appear on other areas of the blade [6]. Vertical hairline cracks along the leading edge and 

parallel to blade axis as shown in Fig. 2 may indicate adhesive joint failure. 

 Type 2: stress cracks – appear as a set of parallel or intersect lines, where the fiber 

laminations are under high fatigue loads and delamination has probability occurred under 

the gel coat. Stress cracks can occur at all points along the blade and appear most frequently 

near the root section [6].   

 Type 3: crazing – appears as a spider web or radial pattern. Crazing combined with a single 

 

Fig. 2.  Types of surface defects. Adhesive joint failure and delamination are 

structural failures under the surface. Severe cracks appear as horizontal cracks 

starting from the trailing edge that can be delamination or fiber splitting (±45º) 

under the coating layers [6]. 
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crack near the blade tip can indicate lightning damage under the surface coating, which is 

generally located near the lightning protection devices along the spar cap.  

4.3.2 Mechanical damage 

Mechanical damage usually occurs on or near the trailing edge as shown in Fig. 2. This is 

because the trailing edge has a sharp transaction from the root section of the blade to the blade 

body, where blade has its maximum chord. Also the contact area of the trailing edge is much 

smaller than other parts of the blade so that if applied same force to the trailing edge, it will 

result much higher pressure and easy cause damage. The cause of mechanical damage can be 

collisions with other objects during transportation, installation, and maintenance. In addition, 

some severe cracks as deep as the inner laminations are usually located near the maximum 

aerodynamic chord with growth direction towards the leading edge and perpendicular to the 

blade axis. The primary cause of these cracks is that the blade design increases fatigue load at the 

airfoil with the maximum chord as marked in Fig. 1. It is not clearly if these cracks have directly 

relation to mechanical damage. Mechanical damage occurs not only on the surface coating, but 

may also extend into the lamination.  

4.3.3 Erosion 

Erosion can be classified as early gel coat erosion or spalling of the coating, which depends 

on how much of the coating material was removed and/or the depth of the erosion. Early gel coat 

erosion appears as surface material that has been removed within the gel coat layer, but has not 

affected the fiber lamination. Spalling is a more severe erosion of the gel coat in which the 

underlying fiberglass is exposed to the air. Erosion is observed primarily along the leading edge 

in the tip region where the blade velocity is the highest. Wind-driven raindrops are the primary 

cause of leading edge gel coat erosion. Rain erosion adds surface roughness, and significantly 
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reduces the durability of coating materials and the aerodynamic performance of the blade. 

4.3.4 Adhesive joint failure  

Blades are often manufactured by building two half-blade shells in a pair of molds and then 

bonding the two halves with adhesives. The leading and trailing edges of the blade are typically 

along the bond lines. Manufacturing defects such as insufficient adhesive, voids, and embedded 

air bubbles in the bond joint contribute to debonding of the joints that appears as a severe crack 

along the trailing edge or may start with a hairline crack pattern along the leading edge. 

4.4 Related Work 

4.4.1 Remote sensor-based monitoring 

Embedded fiber optic sensors have been studied to monitor turbine blade health conditions in 

real-time [7], [8]. These methods can generate a 3-dimensional real-time strain map, which 

measures the deformation of blade materials caused by the compressive force generated from 

wind loads. These sensors are installed in predicted critical areas of the blades, such as the spar 

cap. Because of the significant instrumentation costs per turbine and the difficulty to distinguish 

flaws from noise signals, they are not considered to be a feasible monitoring solution and are 

used primarily in the laboratory or at a field test site.  

Acoustic emission techniques use piezoelectric sensors mounted on blade surfaces to detect 

blade damage and its location [9], [10]. However, this approach requires an extensive sensor 

network on each blade and has not been deployed because of implementation difficulties and 

costs.  

4.4.2 Visual Inspection 

Currently, routine blade health inspection is conducted by land-based telescope or on-tower 

inspections conducted by sky workers and/or platform-supported sky workers using visual and 
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ultrasonic inspection techniques. Sky workers are trained to traverse a blade using a platform or a 

rope attached to the nacelle. Inspections and maintenance are performed along a blade’s outer 

surface with handheld devices such as an ultrasound scanner. This method introduces significant 

variability in the results due to the variation in the abilities of sky workers [11]. 

Computer-based surface crack inspection has been investigated for routine health inspections 

of aircraft and a limited library of defect images has been developed [12]. A robotic inspection 

system consisting of digital cameras that collect high-resolution bitmaps of the surface, a 

complex lighting system to control illumination of the surface, and image processing techniques 

was used to quantify defects on aircraft surfaces [13]. However, this approach cannot be easily 

extended to blade surface inspection because 1) blades have more background noise like dust and 

insects that cannot be easily distinguished from targeted defects, 2) modern blades can be twice 

as large as the largest aircraft wing and therefore, the image processing speed is more critical, 

and 3) on-tower inspection is more challenging as compared to on-ground/in-hangar inspection 

of aircraft because of uncontrolled lighting. 

4.4.2.1 Image Processing Techniques 

Digital image processing techniques are necessary to analyze images obtained using any 

automated optical inspection system. Image processing can identify defects as small as one pixel 

and when pixel light intensities are not detectable by the human eye. However, other factors 

create analysis problems such as variation in image quality resulting from the image acquisition 

(e.g., image distortion) [14]. One particularly challenging region on the blade is to detect gel coat 

cracks on the trailing edge joint, which has the smallest thickness and the sharpest transition 

from the root section to the body section at the maximum chord as shown in Fig.1. 
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4.4.2.2 Image Segmentation 

Image segmentation partitions an image into multiple regions to identify objects or extract 

other relevant information from digital images. It has been one of the most important and 

challenging topics in image analysis [15], [16]. Most of existing image segmentation methods 

are either feature extraction or feature-based segmentation. Feature extraction characterizes the 

homogeneity of regions in an image while feature-based segmentation assigns each pixel a label 

and determines which object it belongs to [17].  

 

Otsu’s method, also referred to as the maximization of interclass variance method, is based 

on the concept of thresholding segmentation [18]. A threshold value is found by maximizing the 

between-class variance in a grayscale image based on the distribution of pixel intensities. Pixels 

with intensities below the threshold value are converted to the background color and the others 

are considered to be useful information. Although Otsu’s method tends to fail when there is 

significant background noise or uneven illumination, as in Fig. 3, thresholding segmentation is 

still one of the most popular methods as compared to feature extraction because it saves 

 

Fig. 3.  Stress cracks from a field image of a blade, where region [a] 

has uneven illumination and region [b] has background noise [20].  
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computational time and memory usage by operating on grayscale data, and it is not limited by 

the number of defined features such as statistical features, frequency-domain features, and 

model-based features in feature extraction [19]. 

4.5 Methodology 

The edge detection problems that need to be addressed for blade surfaces are (1) 

minimization of the effects of significant background noise and uneven lighting and (2) filling 

the gaps in cracks caused by threshold-based image processing. We introduce a new threshold 

for connected components to address the noise problems associated with edge detection in the 

context of wind turbine blades. Background noise such as insects and dirt are identified as 

defects using edge detection because of their high intensity contrast with the background color. 

This type of noise appears as single pixel or small connected components, which we filter out 

based on a size threshold. We named it the cc-threshold in the paper. After edge detection 

methods are applied, gel coat cracks are often discontinuous because of gaps created by 

thresholding techniques. These small discontinuities can be resolved using our edge linkage 

approach. 

4.5.1 Image data structures 

The initial image acquisition is typically in a standard RGB bitmap format. Blade surfaces 

usually have a light gray color, whereas surface defects as well as background noise like dust and 

insects appear as gray, dark gray, and black colors in field images. Therefore, grayscale images 

are appropriate image formats for subsequent image processing techniques. Grayscale images are 

represented as an m X n matrix with mn elements, each element having a pixel intensity between 

0 and 255. The pixel location within an image is defined by the row and column location within 

the matrix (i.e. a pixel with location (a, b) means the pixel located at the intersection of row a and 
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column b, where 1 ≤ 𝑎 ≤ 𝑚, 1 ≤ 𝑏 ≤ 𝑛). 

The data structure after image segmentation is a binary format because cracks as well as 

other surface defects can be detected as “a sudden change of intensity in an image”, which 

represents an edge [21]. With a threshold method, gray scale images are converted into binary 

images with a 0 corresponding to the normal blade surface and a 1 corresponding to noise or a 

crack.  

4.5.2 Overview of the methods 

The main steps in our method are shown in Fig. 4. First, field images in RGB format were 

converted into grayscale intensity images by eliminating hue and saturation information while 

retaining the luminance [22]. Edge detection was performed to identify points in a grayscale 

image at which the intensity level of pixels changes sharply (i.e., a discontinuity). A threshold 

value was selected by computing the signal-to-noise ratio (SNR) [23], which is defined as  

𝑆𝑁𝑅 = (
ℎ̅

𝑅𝑀𝑆
)

2

    (1) 

where ℎ̅ is the average signal value (i.e., the mean pixel intensity of defects in grayscale). 

RMS is the standard deviation of the intensity level of all pixels, defined as 

 (2) 

where  is the pixel intensity of pixel i  and n is the total number of pixels.  

The SNR is easy to compute and can be applied either locally or globally. The threshold is 

applied to the histogram of the grayscale values, which converts the image to binary by turning 

every pixel with intensity level less than the threshold to 0 and 1 otherwise. The histogram is the 

distribution of the pixel intensity that was used in the edge detection method to convert the 
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grayscale image to a binary image. The primary goal of the edge detection is to extract cracks 

defined in section 2 from a grayscale image based on its grayscale histogram. 

 

Background noise with intensity level higher than the interested objects (i.e. cracks in the 

study) can pass the edge detection filter. Thus noise included in image segmentation was 

eliminated in the third step when pixels with connected neighbors were grouped together to form 

connected components and then the cc-threshold was applied to filter out small connected 

components (which correspond to background noise caused by dirt and insects). Similarly, the 

cc-threshold was computed by the signal to noise ratio, where each connected component was 

treated as a pixel and the size of the connected component was considered as the intensity level 

of the pixel. Connected components with number of pixels larger than the cc-threshold were 

selected as cracks. Others were filtered out as noise that passed through the edge detection 

matrix. However, some unexpected background noise, for instance, the black mark in region (b) 

of Fig. 3, would be able to have larger number of connected pixels than the cc-threshold.  

Thresholding created gaps and voids in the detected cracks as well as some “non-crack” 

 

Fig. 4  Four major steps in the analysis 
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features such as the large black marks shown in region (b) of Fig. 3. The last step in Fig. 4 

estimating connections between crack segments in crack features. A recursive linkage algorithm 

joined crack segments starting from the largest connected components because small cracks 

might be branches of larger cracks.  

4.5.3 Edge detection operator 

We used the Sobel operator for edge detection because insects and dirt appeared as dots or 

point clouds after edge detection and these can be filtered relatively easily as compared to other 

methods [5]. For example, the Canny operator has a low error rate so that the detection catches 

as many edges as possible. Therefore, the background noise appeared as small segments that 

were difficult to distinguish from hairline cracks in this study. The Sobel operator calculates the 

average change in pixel intensity as we move from a pixel to each of its 8 neighboring pixels. If 

the magnitude of this change is greater than a threshold value, then the pixel is considered to be 

part of an edge and is assigned a value of 1.  Pixels falling below this threshold are assigned a 

value of 0. 

Given the uneven illumination of blade images, Otsu’s method did not provide a suitable 

threshold as explained in section 3. We found a localized threshold value based on signal-to-

noise that will significantly reduce the impact of uneven illumination. Minimizing the signal-to-

noise ratio is one way to minimize the classification error. By changing the threshold number, 

the signal-to-noise ratio will be correspondingly changed. Thus, the threshold with the smallest 

SNR will be identified as the best threshold value. 

4.5.4 Removing background noise 

Cracks appear as connected components with a large number of connected pixels. A pixel of 

intensity 1 surrounded by 0s as neighbors is classified as an isolated pixel (i.e., a size of 1).  A 
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pixel with one side all 0s and the other side and both top and bottom pixels as 1s is classified as 

an edge pixel. By applying another threshold cc-threshold, we can eliminate the isolated pixels as 

well as those connected components with small number of pixels, where those connected 

components were defined as background noise. 

To automatically determine cc-threshold, named as T2, we used a similar approach as the 

edge threshold method, where SNR is the local mean of the number of pixels of connected 

components divided by its standard deviation. Thus, T2 is given by 

                  (3) 

where 𝑛 is the number of connected components within the binary image after edge detection,𝑥𝑖 

is number of pixels for connected component i, and �̅�𝑝𝑖𝑥𝑒𝑙𝑠 is the mean of all 𝑥𝑖s. 

4.5.5 Linkage of discontinuous fractures 

Threshold-based feature segmentation leaves gaps and voids in detected features where the 

intensity level of defects is lower than the background noise. Also estimating connects between 

neighbor crack segments is more important in the study due to twice threshold applications. 

Therefore, a small window is necessary to fill the gaps in the detected features in order to obtain 

compete information. The computational steps of edge point linking are (1) select an initial edge 

that started from the largest connected components with high length-to-width ratio, (2) compute 

the directions of the edge as well as the distance to neighbor edges. (3) Apply a small window to 

decide whether the neighbor edges were connected. Also if there are other edges lie into the 

boundary box of the selected edge but the direction approximation lines were different from the 

selected edge, then we consider the other edges as branches of the selected edge. In this way, the 

neighbor edges will not be linked to the selected edge. A simple but effective edge linkage 
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algorithm proposed by Robinson examines eight compass directions in a 3X3 pixel 

neighborhood as shown in Fig. 5 [24]. The arrows that connected 3 pixel spaces represent the 

linkage direction and the other arrows that only count 1 pixel each, represent there are neighbor 

pixels around. 

 

The distance between two neighbor edges is one factor that determines whether the two 

edges were connected or intersected, especially defining crack branches. We used the boundary 

box of the selected edge, which is generated by the statistical Minimax function in which 

neighbor edges within a window size are considered as branches if they are lies into the 

boundary box with direction intersect to the deflected edge and much shorter length as the crack. 

The average distance between the crack segments and its nearest neighbors determined the 

window size. It is challenging to determine the point of attachment for a qualified branch. As 

shown in Fig. 6, the point in red along the selected crack can form a similar direction segment as 

the crack was selected to connect the branch to the crack that is marked in red in Fig. 6. One can 

see that the red segment has longer distance than if we linked the left end point of the branch to 

the point on top of it.  

 

Fig. 5.  Edge linkage directions [24]. 
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4.6 Experiment and results 

 

The histogram of the stress cracks in Fig. 3 is shown in Fig. 7, where the uneven background 

illumination has high intensity level and the black marks in region (b) of Fig. 3 has even lower 

 

 

Fig. 6.  Edge linkage rules. (1) Branches are only considered when smaller 

edges located within the band marked in black. (2) The point connected to a 

branch was determined by both distance and direction of the segment connected 

by the end point of the branch and the point on the edge. 

 

Fig. 7.  Histogram of the stress cracks in Fig. 3 where region [a] has 

uneven illumination and region [b] has background noise.  
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intensity level as compared to crack features as shown in Fig. 5. The regions (a) and (b) were 

extracted from the original image of Fig. 3. We checked its histogram separately and found out 

they were corresponding to the bins in Fig. 7 labeled as [a] and [b]. 

After edge detection with Sobel operator, we detected edges as shown in Fig. 8 (a). Some 

background noises were also extracted from the original image due to the low intensity level of 

the noises. Here we filtered the background noise using the concept of connected components.  

After removing all isolated pixel components from Fig. 8 (a), the total number of connected 

components was reduced from 537 to 329. There were no visible changes to the stress cracks 

themselves. However, the background noise was significantly reduced as seen in Fig. 8 (b). By 

removing connected components with a size < 80 pixels, the background noise in Fig. 8 was 

completely removed. The tradeoff is that some features of the stress cracks disappeared while the 

main features were retained. This noise cc-threshold for connected components, T2, and was used 

to eliminate any remaining background noise after the previous operations. To compute the 

second threshold T2, we treated each connected components as a “pixel” and the number of 

pixels within a connected component as its “intensity level of the pixel”. Then we compute the 

signal-to-noise ratio to generate the optimized second threshold. 

To understand the background noise, we used a histogram of the size of connected 

components to classify features. The histogram indicates that most background noise includes 

connected components with a size between 0 and 20 as shown in Fig.9. It explains why Fig. 8 (c) 

has primarily crack features with a threshold of 20.  
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The automatic thresholding value of 𝑇2 = 0.4231 was obtained by the signal-to-noise ratio in 

section IV for Fig. 8 (a). The connected component with the largest number of pixels is on the 

top left of Fig. 8 (d) and it contains 185 pixels. The connected component with the smallest 

number of pixels is the isolated pixels in Fig. 8 (a) that looks like a single dot. We scaled the size 

of all connected components to a number between 0 and 1 by dividing by 185 just as we scaled 

intensity level of pixels by dividing by 255. Thus, the largest connected component with number 

of pixels 185 has intensity 1. All other connected components in Fig. 8 (a) will have intensity 

level less than 1.  In other words, intensity level 0.4231 is corresponding to a connected 

component with pixel number equal to 78. Therefore, 𝑇2 treated the connected components with 

the number of connected pixels less that 78 as background noise and eliminated them. Here we 

 
Fig. 8.  Connected components concept  

(a) Initial edge detection using the Sobel operator and the threshold from the 

pattern recognition method. (b) All components with a size of 1 pixel were 

eliminated. (c) All components with a size < 20 pixels were eliminated.  (d) All 

components with a size > 80 pixels were retained to identify the main features 

of the stress cracks.  
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defined that weak defects are the connected components with fewer pixels as compared to 

background noise, which shows up as point clouds in the binary images after edge detection.   

 

 

The sample stress cracks image was processed with methods described in section IV. The 

results in Fig. 10 [24] show significantly less noise as compared to the binary image after edge 

detection (see Figure 8 (a)) and the gaps were filled with lines.  Different colors represent how 

 

Fig. 9.  Histogram of connected components. 

 

 

Fig. 10. Edge linkage of the stress cracks sample. The distance to 

determine if there is a gap existed was setup as 10 pixels. 
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much linking we applied to the image when there were gaps or voids between different colors in 

the cracks. 

4.7 Discussion and conclusion 

This paper describes a new image segmentation method to reduce environmental noise as 

well as uneven illumination in order to increase the accuracy of wind turbine blade surface health 

inspection with digital images. Noise that was not removed by an edge detection method was 

considered as individual connected components, which was filtered based on the size of the 

connected components, where size corresponds to the number of connected pixels within each 

individual connected component. In this way, another threshold was introduced based on the 

histogram of the connected components and produced much clearer results by significantly 

reducing the appearance of insects and dirt. 

The edge linkage method was applied to fill the gaps in cracks produced by the 

thresholding methods and to smooth the final output. The method considered both direction and 

distance to determine the connection points of crack branches. The confidence interval band can 

help limit the number of computations and the recursive function started from the edge with a 

maximum number of pixels to the edge with a minimum number of pixels but bigger than the cc-

threshold guaranteed all edges were operated under the linkage function without cross-linking 

and connected to a point cloud generated by background noise. There is a significant 

improvement comparing the edge linking method results in Fig 10 to the previous edge detection 

results in Fig. 8 [a]. However, one point cloud located on the right bottom of Fig. 10 cannot be 

eliminated because it is the second largest connected component and the image selected in the 

study represented a more complex problem.  
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4.7.1 Pros and cons 

The proposed threshold-based segmentation method has some very promising results in 

terms of reducing background noise such as insects and dust, especially when this noise has low 

intensity levels with low frequency and the cracks have high intensity as shown in Fig. 3. 

However, cracks in rotor blade surface images typically have low intensity pixels. When 

comparing Fig. 10 to Fig. 8 (a), we conclude that the proposed method can reduce background 

noise as well as fill gaps with a much smoother result, where the different colors marked in Fig. 

10 represent the amount of linkages.  

 Another advantage is that the images can be stored as binary images and operations are 

performed in binary so that the computational time and memory space was significantly reduced 

as compared to other methods. This is very important for on-site wind turbine blade health 

inspection since reducing inspection time is equivalent to increasing turbine available period.  

 In addition, the edge linkage algorithm determines branches and the connected points, 

which were not only based on distance; but also offered much more realistic connection by 

examining directions. The threshold idea of removing background noise can be used to detect 

other defects. 

 While the proposed method significantly reduced background noise, it did not eliminate it 

completely. One can see the severe noise labeled in Fig. 3 (b) still exists in Fig 10. 

4.7.2  Other considerations 

There are some other points to consider before applying this method to field inspections. 

One is to determine the general geometries of environmental noise which can vary from one 

class of defects like cracks to another class like erosion. The other is to eliminate the noise 

located on the right bottom of Fig. 10 via feature fitting.  
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CHAPTER 5. CRACK RECOGNITION AND CLASSIFICATION 

5.1 Abstract 

In this study, we developed a crack recognition and classification algorithm in order to 

achieve automated structural health inspection of large composite coating materials. Unlike 

many existing methods that depend on comparing a single image to a library of field cracks, the 

proposed algorithm uses a self-learning mechanism without comparing images and can identify 

the type of crack automatically.  Specifically, shape representation is applied to describe the 

characteristic of each connected component within a crack. Some key geometric properties of the 

connected component, like orientation and dimensions, are selected to classify the cracks based 

on the geometric relations between large connected components within the cracks. Further, new 

types of cracks may be introduced in the field, so the numerical concept is developed with 

unsupervised self-learning methods. Field images were analyzed to demonstrate that the 

proposed method can identify and classify different existing cracks, especially the three kinds of 

cracks defined in Chapter 3. In addition, the study addresses the issue of learning to recognize 

new types of cracks. 

5.2 Introduction 

This chapter addresses the last part of the second research question: (2) can an image-

processing model be formulated that reduces the uncertainty of image processing results while 

identifying blade surface flaws? This chapter explains how to use image processing to better 

recognize and classify cracks. This method enables wind farm owners and operators to better 

prioritize repair work. Finally, a discussion of the third research question is presented: (3) what 

are the important elements of an uncertainty model that can improve the detection results for 

real-time on-site inspection and how are they related? 
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Current practice requires engineers to visually identify the severity of a crack, classify the 

type of crack, and determine other information like the location of the defect along the surface of 

a WTB so that a repair decision can be made. This process is heavily dependent on the 

engineer’s experience level as well as proper communication between the on-site technician and 

the engineer. Thus, the uncertainties involved in the crack recognition can result in incorrect 

repair decisions and further damage to the turbine. In addition, engineers and on-site technicians 

are responsible for multiple wind farms, leading to problems like transferring and managing 

large sets of images, as well as missing inspection information. These problems introduce 

uncertainties between engineers and on-site technicians. Current practice makes it difficult to 

document cracks in a well-structured form that can be used for future reference, especially for 

those blades with more than one type of failure history and different repair procedures. 

Therefore, it would be beneficial to develop a crack recognition and classification algorithm that 

supports the decision making process and reduces inspection uncertainty. 

Computer or machine-aided vision underwent rapid growth in the late 1960s with the goal of 

recognizing objects and the relationship between objects by comparing image processing with 

natural vision systems. Early studies focused on individual, restricted objects by extracting 

features (e.g., edges, lines, and regions) from images. These features were then compared with 

previously stored images (a library) and the best match was selected as the “visual recognition” 

of the object [1].  Although the pre-existing library approach was limited to known objects, the 

concept of extracting features continues to be widely accepted in the visual recognition research 

community.  

The second generation of vision studies focused on 3D objects by describing 3D shape 

information such as depth, orientation, and reflectance [2]. The 3D technology was applied in the 
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1970s and most of the vision techniques were adopted for 3D machining and robotics. Lately, 

researchers have attempted to apply human vision concepts to machine vision without prior 

knowledge of the objects. Since human vision performs well at structuring low-level 

representations, studies have focused on specific areas such as continuity, regions, and curves of 

objects [3].  In our study, we adopted feature extraction methods and applied human vision 

concepts to avoid the limitations of prior stored images.  

Segmentation is one of the most important steps in object recognition and different 

approaches have been developed for object recognition purposes. One approach is based on 

shape masks, which carry information about the outline of the objects [4]. The challenge of 

shape masks is to apply the most appropriate shape mask for a specific object. Shape matching or 

shape representation applies segmentation to an image and detects the geometric relationships of 

the boundary edges of the objects [5]. Based on the geometry of the boundary edges of the 

objects, the objects can be identified and classified into different categories. The method can 

identify known objects efficiently but can also describe the geometric relationships of unknown 

objects. However, the segmentation-based methods generally have difficulties when the intensity 

level of all the pixels of the objects is inconsistent.  

5.3 Methodology 

5.3.1 Overview 

The shape representation concept was used as a basis for the crack recognition and 

classification methods described in this study. For a given image, we first determine how many 

“potential cracks” exist based on the edge detection results where the edges are segmented from 

the original image and the edges are a set of connected components. A connected component is a 

set of connected pixels as explained in Chapter 3. The next step is to select a subset containing 
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the largest connected components of a “potential crack” and address the geometric properties of 

each connected component as well as the geometric relationships between the connected 

components. The geometric properties of each connected component are important to determine 

if it is a crack or other defect. For example, a connected component having a large ratio between 

the major axis length and minor axis length of the enclosing ellipse can be a crack but not 

necessarily. Other geometric properties have to be addressed to support the determination that it 

is a crack. The geometric relationships between the selected connected components can be used 

to classify the crack type. For example, connected components with a parallel relationship are 

likely to be stress cracks as described in Chapter 3. We introduce the term “potential crack” to 

describe a defect appearing in a field image that could be a crack or other object such as noise. 

5.3.2 Threshold of connected components 

The histogram of connected components shown in Chapter 4 Fig. 9 had a right skewed 

distribution, where 90% of the connected components had fewer than 10 pixels. To classify a 

given crack, the behaviors of the largest connected components play an important role in 

defining the crack structure while the small connected components can be noise or isolated pixels 

that do not significantly affect the geometric properties of the crack. Therefore, only the set of 

largest connected components were studied. Based on the histogram of the 27 field images 

studied in Chapter 3, we observed that the top 10 percentile of the connected components was 

sufficient to recognize and classify a crack.  

The rest of the connected components were either background noise or small parts of a crack 

that was generated by image segmentation. Neither of them was large enough to represent the 

geometric structure of a crack. The skewness of the distribution of component size of the 
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connected components was used to eliminate the background noise and other small objects. The 

results contained much more noise objects as compared to the top 10 percentile.  

Using the top 10 percentile of objects as a threshold can eliminate the background noise but 

not all connected components within the top 10 percentile are useful for classifying cracks. The 

method proposed here is to sort the objects by size in descending order and analyze them in 

sorted order. One issue that needs to be addressed is the stopping condition. Do we need to 

examine all the connected components within the top 10 percentile? The study of the 27 field 

images showed that the mean value of the number of pixels in a component for the top 10 

percentile of all the connected components is a feasible threshold to reduce the number of 

connected components necessary for recognizing and classifying a crack. 

5.3.3 Geometric properties of a connected component 

Each connected component has a set of geometric properties that can be computed relatively 

easily. These properties describe different characteristics of the shape of a connected component 

and can be used to classify the type of the crack. As shown in Fig. 1, the major axis length is the 

length of the longest axis of a connected component and the minor axis length is the maximum 

length that is perpendicular to the major axis. The major axis length is determined by “the length 

of the major axis of the ellipse that has the same normalized second central moments as the 

region”. The minor axis length is determined by the minor axis of the same ellipse. The centroid 

represents the center of the mass, which is the average of the x and y values for the pixel 

locations. The bounding box encloses the connected component as we described in Chapter 3. 

The bounding box is a rectangle that connects the points with a minimum value of x, minimum 

value of y, maximum valve of x, and maximum value of y. The orientation returns the angle 

between the major axis and the x-axis of the image that is useful to represent the orientation and 
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growing direction of the crack. Another important property is the area that shows the number of 

connected pixels. The regionprops function in Matlab returns the geometric properties for any 

given image. However, the centroid represents the center of the mass and cannot be used to 

accurately determine the start and end points of the major axis since it is not necessary on the 

major and minor axes. An alternate solution is to apply the midpoint of each axis to compute the 

start and end points of each axis since the midpoint with respect to the x and y axes is always on 

the axes. Once the start and end points are computed, we can draw the axis easily for a 

component. 

 

As shown in Fig. 1, the start and end points of the major and minor axes can be computed 

by 

𝑥𝑠𝑡/𝑒𝑛𝑑 = 𝑥𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡 ∓
1

2
∗ 𝑀𝑎𝑗𝑜𝑟𝐴𝑥𝑖𝑠𝐿𝑒𝑛𝑔𝑡ℎ ∗ cos 𝜃… (1) 

 
 

Figure 1. Geometric properties of connected components. 
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𝑦𝑠𝑡/𝑒𝑛𝑑 = 𝑦𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡 ±
1

2
∗ 𝑀𝑎𝑗𝑜𝑟𝐴𝑥𝑖𝑠𝐿𝑒𝑛𝑔𝑡ℎ ∗ sin 𝜃… (2) 

  where ( 𝑥𝑠𝑡/𝑒𝑛𝑑, 𝑦𝑠𝑡/𝑒𝑛𝑑) represents the start and end points of the major axis, (𝑥𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡, 

𝑦𝑚𝑖𝑑𝑝𝑜𝑖𝑛𝑡) is the midpoint of the major axis, and 𝜃 is the angle between the major axis and the x 

axis of the image. 

5.3.4 Geometric properties between connected components 

A crack is constructed from multiple connected components due to (1) the discontinuity of 

the crack itself in the field images and (2) the voids/gaps generated by image processing methods. 

The geometric properties between the connected components of a given crack were used to 

determine the type of the crack. One of the examples is a hairline crack where each connected 

component shares a similar slope for the major axis and the coordinate of the end point of one 

connected component is near the start point of the neighbor connected component. Also, the ratio 

between the major axis length and the minor axis length is large. The crack classification method 

based on the geometric properties is shown in Table 1.  

Table 1. Crack classification based on geometric properties 

Type Asymmetry Orientation Proximity 

Hairline 

crack 
R > 5* Slope ∈ (mean ± one s.d.) 

End point of one connected component 

and the start point of the next 

connected component has x value 

within 1 minor axis length and y value 

in ascending order 

Stress 

crack 
R > 5 Slope ∈ (mean ± one s.d.) 

Start and end points with with x (or y) 

value within 1 s.d. and y (or x) value 

larger than 1 s.d.  

Crazing 

crack 
R < 5 

Enclosed by polygon 

which has the smallest 

area and > 4 edges  

A smaller polygon with edges parallel 

to the previous polygon has the number 

of intersection points with the cracks 

equal to the number of its edges. 

*R is the ratio of the major axis length to minor axis length and describes the asymmetry of the 

object (R = 1 is a symmetric object). The number 5 was selected based on the histogram of the 

major axis to minor axis ratio. 
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There are more crack types that can be represented with the geometric properties between 

connected components. For an unknown type of a crack, a new class can be defined based on its 

geometric properties that will classify cracks with a similar shape. Thus, the method depends on 

a classification method and is not dependent on a pre-set library of known images. 

5.4 Results 

The histogram of the hairline crack shown in Fig. 2, in which the noise components were 

filtered out, has a mean size of 28 pixels for the remaining connected components.  There are 5 

connected components larger than the mean value, which is placed in the top 10 percentile 

addressed in Chapter 5.3. Therefore, we studied the characteristics of the 5 largest connected 

components and the relationships between them to determine the type of the crack.  

 

 
 

Figure 2. Histogram and boxplot of hairline crack. 
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The results shown in Fig. 3 shows that the centroid points of the largest 5 connected 

components are located along one vertical line (x = 120), indicating that the crack is growing 

vertically. The orientation of the connected components also supported the vertical orientation of 

 
 

Figure 3. Geometric properties of the 5 largest connected component of the hairline crack. 
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the defect since the slope of each object is within the range of mean ± one standard deviation. 

Considering the connected components with R > 5, the image’s largest 3 connected components 

met the criteria with relatively small minor axis length, < 7 pixels, which indicates that the defect 

is probably a vertically oriented hairline crack. For example, the largest connected component of 

the image had an R > 24 and the minor axis length is only 3.6 pixels. The major axes of the 

connected components shown in Fig. 3 as red lines are further support for the hairline crack 

classification. 

The stress crack introduced in Chapter 3 had a mean connected component size of 22 pixels 

after eliminating the background noise by taking the top 10 percentile of connected components. 

There were 20 connected components larger than the mean (see Fig. 4). Thus, we analyzed the 

geometric properties of the largest 20 connected components (see Table 2) and classified the 

crack based on the geometric relationships between the components. There were 15 connected 

components orientated between 0 and 50 degrees from the upper left to the lower right area of 

the image and some of them have exactly same orientation/slope with centroid data indicating 

they are parallel to each other. However, there were also 5 connected components with the 

opposite orientation that were marked in red in Table 2. In addition, the 5 oppositely oriented 

connected components have major axis to minor axis length ratio smaller than 5 that indicated 

they are probably large background noise. Checking the noise at the bottom right corner of the 

stress crack image as shown in Chapter 4 Fig. 1 [b], we confirmed that the 5 connected 

components are severe background noise. Therefore, the image contains a stress crack with 

numbers of parallel small cracks that extend horizontally to -50° along the coating surface. 
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Table 2. Key geometric properties of the 20 largest connected components of the stress crack 

Slop Orientation (º) Major axis length (pixels) 

 lengthaxis 

Minor axis length(pixels) Centroid 

0.0909 -5.3216 22.9058 2.7994 (13.7826 110.5217) 

0.0250 -1.2480 79.1356 3.2276 (85.9878 109.6829) 

 
0.2500         -13.4701 58.3817 6.1260 (157.6709 116.0506) 

 
0 0.6871 9.8275 9.1085 (151.8929 175.5714) 

 

 

0.2727 -14.9272 23.0452 3.6051 (162.9310 100.8621) 

 

 

0.3333 -18.1979 24.6518 3.9560 (187.3214 108.1786) 

 
1.8333 -59.7127 24.7327 3.7532 (194.2353 157.6176) 

 
3.0000 -73.2311 18.3336 3.8938 (207.6538 154.2308) 

 
1.0909 -47.4518 32.8081 11.0163 (219.8113 151.0943) 

 
1.0833 -47.4599 34.8688 4.5681 (233.1739 116.1957) 

 
Inf -89.4420 18.0974 3.3988 (224.8846 172.0000) 

 
1.1818 -50.6786 34.5344 5.7183 (236.8696 166.9565) 

 
1.1250 -50.0423 24.0329 7.4136 (240.7500 154.0455) 

 
1.4000 -56.2323 17.1583 4.0970 (246.5833 137.0417) 

 
1.0000 -47.2930 25.4288 4.2069 (265.7429 165.7429) 

 

 

-0.4000 18.5948 11.2735 7.8116 (292.8000 216.3600) 

 
-0.3333 16.5333 18.1514 11.7043 (314.5357 217.3929) 

 
-1.0909 47.7476 32.2355 9.0714 (325.4500 202.2250) 

 
-0.5556 29.6814 19.9146 7.8519 (326.8286 217.8000) 

 
-Inf 89.7767 17.3206 5.1273 (329.2000 176.0000) 

 
Yellow: parallel cracks; red: noises with major-minor axis ratio < 5 and opposite orientations. 

After eliminating the background noise, the distribution of the connected components size of 

the crazing crack had a mean value 46 and there were 14 connected components containing more 

 
 

Figure 4. Geometric properties of the 20 largest connected component of the stress crack. 
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than 46 pixels. For the largest connected component, R = 3.13. The component was enclosed in 

the convex polygon with the smallest area, which resulted in the 6-sided polygon shown in Fig. 

5. Similarly, we applied the polygon concept to four other connected components with R < 5 and 

each polygon had more than 15 edges in order to enclose the components with minimized area as 

shown in Fig. 5. A smaller polygon (the length of each edge was half of the original polygon) 

parallel to the previous one had 6 intersection points with the crazing crack, which is equal to the 

number of edges of the previous polygon as shown in Fig. 5. Therefore, the crazing crack was 

identified and it was formed by a set of intersecting cracks. On the other side, we applied the 

same method to the other 4 non-crack objects. The number of intersection points between the 

smaller polygon and the non-crack object was different from number of the original polygon 

edges.  Thus, only the largest connected component was classified as crazing and the other four 

connected components were classified as severe background noise.  

 

 
Figure 5. Geometric properties of the 20 largest connected component of the stress crack. 



 

 

78  

The histogram of R for the 14 largest connected components showed that only five connected 

components had R < 5 in Fig. 6. and they are the four severe background noise types and the 

largest connected component as shown in Fig. 5. In addition, the largest connected component 

was enclosed by a 6-edge polygon and a reduced size polygon parallel to the original one 

intersected the largest connected components with 6 points. Thus, we further confirmed the 

image contains a crazing crack as defined in Table 1. The left 9 connected components all had 

length ratio larger than 5. Considering their orientations, we concluded that the 9 connected 

components were individual cracks that oriented toward the largest connected component. The 

detailed steps were not listed here since they were similar to what we did for the stress cracks. 

  

5.5 Conclusion 

This paper describes a new shape based method to recognize and classify different cracks as 

well as eliminate large background noise that remains after edge detection methods.  The 

 
Figure 6. Histogram of the 14 largest connected components of the crazing crack. 
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orientation, centroid, the major axis to minor axis length ratio and other geometric properties are 

used to characterize the type of crack. For undefined cracks, we need to further characterize their 

geometric properties and at least the majority of connected components should have major to 

minor axis length ratio larger than 5 to meet the basic requirement of a crack. Then the method 

can classify them into a new category if there are unique relationships between the largest 

connected components. In addition, the method provides some insight on the growing direction 

of a stress crack so that an engineer can make an informed decision about a repair plan or further 

inspection. 
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CHAPTER 6.  REDUCING UNCERTAINTY OF IMAGE SEGMENTATION IN FIELD 

INSPECTION OF WIND TURBINE BLADES 

6.1 Introduction 

This part of the study addresses the third research questions: (3) what are the important 

elements of an uncertainty model that can improve the detection results in real-time on-site 

inspections and how are they related?  

In Chapter 3, we formulated and tested an inspection method that can eliminate most of the 

background noise as well as the effects of uneven lighting on sample stress cracks. In this study, 

further improvements in the method were investigated to cover more complex field conditions. 

In addition, the paper addresses how our method can improve the accuracy of a UAV-based 

inspection system.  

WTBs are illuminated by varying amounts of sunlight during the day. Uneven illumination of 

the blade surface is caused by different positions of the sun and weather conditions, leading to 

uncertainty in image segmentation results that are used to identify cracks and determine blade 

orientation and location. Additional contributions to accurate segmentation include background 

noise, which can have a much higher intensity level of pixels and a similar contour as gel coat 

erosion, as well as dust and insects.  

The image segmentation process introduces information loss by transforming low intensity 

pixels into background information and extracting high intensity pixels as part of an object of 

interest. Unlike other common applications such as satellite images, WTB images have 

homogenous color, fewer reference lines, and the objects of interest (flaws) can be extremely 

small compared to the full image. This can lead to Type I and II errors, which will increase 

unnecessary maintenance costs or conceal the need for early maintenance [1,2]. A Type I error in 
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this context is a false alarm and a Type II error is not detecting a defect. Therefore, it is essential 

that the uncertainties in image segmentation (e.g., uneven field lighting and background noise) 

be addressed, especially for common field condition scenarios.   

6.2 Methodology 

6.2.1 Overview 

In this section, a new method is proposed for reducing the uncertainty in image segmentation 

under uneven field lighting and environmental noise conditions. The first stage of the method 

focuses on uneven lighting based on Otsu’s bi-level thresholding method and Huang’s adaptive 

wind size algorithm. The second stage of the method focuses on solving the initial window size 

problem of Huang’s method. Both stages use Zhang and Jackman’s method described in Chapter 

3, in which environmental noise is filtered out using a threshold for the histogram of connected 

components. In section 6.2.2, the detectability limit of the proposed method (i.e., the minimum 

detectable size of defects) is described. Following this, Otsu’s method and Huang’s method are 

briefly explained in sections 6.2.3 and 6.2.4, respectively. To examine how Otsu’s method and 

Huang’s method behave with field images of wind turbine blades, one field image was selected 

and the level of uneven lighting was varied in section 6.2.5. The results are presented in section 

6.3. 

6.2.2 Detectability 

Hairline crack 

Hairline cracks by definition have very small widths with low intensity level pixels in the 

digital image. Theoretically, a crack of one or more pixels in digital images can be detected by 

image segmentation if there is an intensity level difference between the crack and the 

background. Barely visible hairline cracks were defined by Ropeworks as having a width of 3 
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pixels (as shown in Figure 3 (a) in Chapter 3). The intensity level of pixels along the hairline 

crack has an average value of 196, where the average intensity level of the background is 201. 

An intensity level of 255 represents white and 0 represents black. Let the intensity level of a 

pixel be denoted as a function f(x, y), such that 0 ≤ f(x, y) ≤ 255 and (x, y) is the location of the 

pixel.  

For any crack with size 𝑚𝑛  (i.e. the enclosing rectangular envelope has m rows and n 

columns), without loss of generality, assume there is a one-to-one relationship between the area 

of the blade surface and the number of pixels in the corresponding image. Then 

o  |(𝑥𝑛, 𝑦𝑖) − (𝑥1, 𝑦𝑖)| ≥ 3, for some 1 ≤ 𝑖 ≤ 𝑚 and 𝑚 ≫ 𝑛  

(i.e., 𝑤𝑖𝑑𝑡ℎ(ℎ𝑎𝑖𝑟𝑙𝑖𝑛𝑒 𝑐𝑟𝑎𝑐𝑘) ≥ 3𝑝𝑖𝑥𝑒𝑙𝑠) 

o 𝑓𝑏(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ − 𝑓𝑜(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ≥ 5 , where 𝑓𝑏(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the average intensity level of the 

background and 𝑓𝑜(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the average intensity level of the object (hairline 

crack). The threshold of 5 was selected based on the published hairline crack as 

shown in Figure 1 (a) in Chapter 3. The hairline crack has an average intensity of 

the object is 196 and the average intensity of its background is 201, resulting an 

intensity difference of 5 between its background and the crack itself. 

These thresholds define the crack detection limits under typical inspection conditions to be 

(1) at least three pixels in width and (2) at least five intensity levels difference between the pixels 

of the crack and its background. Here we define the width of a hairline crack as the span of the 

cross section perpendicular to the line direction.  

Previously, we compared the inspection results from the image segmentation method and 

platform-based visual inspection and showed that there was a positive correlation between the 

size of the defects in millimeters to the number of pixels in digital images. In these images, 1 
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pixel was approximately 0.55mm [21]. Thus, the minimum width of the hairline thickness cracks 

is on the order of 1.65mm , where 3 pixels times 0.55mm/pixel is 1.65mm. However, the 

detectability is highly dependent on how the image is acquired (e.g., focal length, distance from 

the blade, or sensor resolution). 

6.2.3 Otsu’s method 

Bi-level thresholding-based image segmentation transforms a gray scale image f(x, y) into a 

binary image g(x, y) using a threshold T such that 

𝑔(𝑥, 𝑦) = {
0   𝑖𝑓 𝑓(𝑥, 𝑦) ≤ 𝑇

1   𝑖𝑓 𝑓(𝑥, 𝑦) > 𝑇
. 

The gray scale image has 𝐿  gray levels in the interval ( 0, 𝐿 − 1) . The threshold value is 

𝑇, such that 0 < 𝑇 ≤ 𝐿 − 1. Using T, the image, 𝑓(𝑥, 𝑦), is divided into two groups, A (one or 

more objects) and B (the background). To find 𝑇, the variance associated with the two groups is 

computed, where 𝜎𝐵
2(𝑡) is the variance between the objects and the background and the total 

variance of the image 𝑓(𝑥, 𝑦) is denoted as 𝜎𝐼
2(𝑡). The value 𝑇∗  corresponding to the largest 

value of 𝜎𝐵
2(𝑡)/𝜎𝐼

2(𝑡) is the best threshold is given by 

{𝑇∗ = 𝑡: 𝜂(𝑡) = max (
𝜎𝐵

2(𝑡𝑖)

(𝜎𝐼
2(𝑡𝑖))

) , 0 < 𝑖 ≤ 𝐿 − 1}. 

Using 𝑇∗, the image pixels are divided the into the two groups: A having 𝑔(𝑥, 𝑦) = 1 and B with 

𝑔(𝑥, 𝑦) = 0. We define (𝜔𝐴(𝑡), 𝑀𝐴(𝑡)) and, (𝜔𝐵(𝑡), 𝑀𝐵(𝑡))to be the number of pixels and the 

average gray intensity level in groups A and B, respectively. For example, 𝜔𝐴(𝑡) represents the 

number of pixels in group A and 𝑀𝐴(𝑡) represents the average gray intensity level of all the 

pixels in group A. Let 𝑛𝑖 be the number of pixels with gray intensity level 𝑖. Then 

𝜔𝐴(𝑡) = ∑ 𝑛𝑖
𝑡
𝑖=0 , 
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𝑀𝐴(𝑡) =
∑ 𝑖∙𝑛𝑖

𝑡
𝑖=0

𝜔𝐴(𝑡)
, 

𝜔𝐵(𝑡) = ∑ 𝑛𝑖
𝐿−1
𝑖=𝑡+1 , and 

𝑀𝐵(𝑡) =
∑ 𝑖∙𝑛𝑖

𝐿−1
𝑖=𝑡+1

𝜔𝐵(𝑡)
. 

Next, the average gray intensity level of all pixels in image 𝑓(𝑥, 𝑦) is given by 

𝜇(𝑡) = 𝑀(𝑡)̅̅ ̅̅ ̅̅ ̅ =
𝜔𝐴(𝑡)𝑀𝐴(𝑡) + 𝜔𝐵(𝑡)𝑀𝐵(𝑡)

𝜔𝐴(𝑡) + 𝜔𝐵(𝑡)
 

and the population variance is given by 

𝜎𝐼
2(𝑡) =

∑ (𝑖−𝜇(𝑡))
2

∙𝑛𝑖
𝐿−1
𝑖=0

𝑁
. 

where 𝑁 = ∑ 𝑛𝑖
𝐿−1
𝑖=0  is the total number of pixels in image 𝑓(𝑥, 𝑦). Then the variance between 

two groups is computed as 

𝜎𝐵
2(𝑡) = 𝜔𝐴(𝑡)(𝑀𝐴(𝑡) − 𝑀(𝑡)̅̅ ̅̅ ̅̅ ̅)2 + 𝜔𝐵(𝑡)(𝑀𝐵(𝑡) − 𝑀(𝑡)̅̅ ̅̅ ̅̅ ̅)2. 

Suppose an image has L gray intensity levels, then we need to compute the threshold 

T = σB
2 (t)/σI

2(t) L times and the best threshold is T∗ = max(Ti) , 0 ≤ i ≤ L − 1, where Ti is the 

threshold for each gray level of the interval (0, L – 1). In other words, the threshold T∗ 

maximizes the variance between objects and background while minimizing the population 

variance.  

6.2.4 Adaptive window size 

Otsu’s method works well for images with a significant difference in pixel intensity level 

between an object and its background. As a result, Otsu’s method has become one of the most 

popular methods in the past 20 years. However, Otsu’s method performs poorly under uneven 

lighting conditions. One way to improve Otsu’s method in these conditions is to partition the 

image into multiple sub-images with an adaptive window size (in which the lighting is more 
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uniform) and apply Otsu’s method to each sub-image separately. Huang proposed an adaptive 

window size algorithm based on the Lorentz information measure (LIM) with the following 

steps.  

Step 1. Divide the image 𝑓(𝑥, 𝑦) into 𝑚𝑛 windows of equal size, where each window 

size is 𝑎 𝑋 𝑏 as shown in Figure 1, 𝑚 is the number of sections of rows and 𝑛 is the 

number of sections of columns. Suppose the size of the image 𝑓(𝑥, 𝑦)  is 𝑀 𝑋 𝑁, we have 

𝑀 = 𝑎𝑚 and 𝑁 = 𝑏𝑛. For each window k, the LIM number is defined as its grayscale 

value (the LIM number is explained in the next paragraph).  

Step 2. Treat each window as a ‘pixel’ and the intensity level of each ‘pixel’ is the LIM 

number of the window (how to compute the LIM number is explained in section 6.2.4.1). 

Then we define a new image with 𝑚𝑛  ‘pixels’, denoted by 

𝑓′(𝑥, 𝑦) = {𝑤𝑖𝑛𝑑𝑜𝑤 1, 𝑤𝑖𝑛𝑑𝑜𝑤 2, ⋯ , 𝑤𝑖𝑛𝑑𝑜𝑤 𝑚𝑛}. Applying Otsu’s method, we obtain 

a threshold number 𝑇′ for the new image 𝑓′(𝑥, 𝑦).   

Step 3. Apply 𝑇′ to threshold those pixels in the windows of 𝑓(𝑥, 𝑦) such that LIM > 𝑇′. 

Step 4. For window k, if LIM < 𝑇′, enlarge window k into window K, where window K 

combines windows k, k+1, k+m, and k+m+1 as shown in Figure 1. Again, form a new 

image 𝑓′′(𝑥, 𝑦) = {𝑤𝑖𝑛𝑑𝑜𝑤 1, 𝑤𝑖𝑛𝑑𝑜𝑤 2, ⋯ , 𝑤𝑖𝑛𝑑𝑜𝑤 𝑚𝑛, 𝑤𝑖𝑛𝑑𝑜𝑤 𝐾} and apply Otsu’s 

method to 𝑓′′(𝑥, 𝑦) to obtain a new threshold number 𝑇′′. 

Step 5. For each window, check if LIM ≥𝑇′′. If not, repeat step 4 and in the worst case, 

the window K becomes the entire image. 
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6.2.4.1 Lorentz information measure 

The LIM is the area under the Lorentz information curve. To create the Lorentz information 

curve, we need to compute the picture information measure PIM, which is given by 

𝑃𝐼𝑀(𝑓) = ∑ ℎ(𝑖) − 𝑚𝑎𝑥𝑖ℎ(𝑖)
𝐿−1

𝑖=0
 

  where L is the maximum gray level of the image 𝑓(𝑥, 𝑦) and ℎ(𝑖) represents the gray level 

histogram of 𝑓(𝑥, 𝑦) (i.e., ℎ(𝑖)is the number of pixels with a gray level of 𝑖). 

Given that the total number of pixels in an image 𝑓(𝑥, 𝑦) is 𝑁(𝑓) (𝑓 representing the image 

𝑓(𝑥, 𝑦)), then the normalized picture information measure (NPIM) is defined by NPIM(f) =

PIM(f)/N(f). The probability of pixels having a gray level of 𝑖 is 𝑝𝑖 = ℎ(𝑖)/N(𝑓), NPIM(f) =

1 − max (pi), 0 ≤ i ≤ L − 1. The generalized NPIM for level j is NPIMj(f) = 1 − ∑ pii∈p(j)  for 

0 ≤ j ≤ L. In other words, 0 = NPIML(f) ≤ NPIML−1(f) ≤ ⋯ ≤ NPIM0(f) = 1. The normalized 

picture information measure at each gray level as Sj = NPIML−j(f). Therefore, S0 = 0, SL = 1, 

and Sj = ∑ pi
j−1
i=0 . An example of the Lorentz information curve is shown in Figure 2.  

 

Figure 1. Adaptive window size. 
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6.2.5 Field images of artificial uneven lighting  

Uneven field lighting causes problems when determining the Otsu threshold number for the 

image, resulting in the incorrect classification of pixels. In order to investigate the effects of 

uneven field lighting, we studied existing field inspection data and generated artificial uneven 

lighting by applying 3-dimentional lights to 2-dimentional field images in Photoshop CC 2014. 

For example, the field image shown in Figure 3 has a significant number of hairline cracks with a 

consistent background illumination. Hairlines cracks are located across the entire image. 

To create the type of light effects that might occur in the field, two kinds of artificial lights 

were studied. 

A spotlight represents a beam of sunlight coming out from clouds 

This type of lighting usually appears on the leading edge of the blade in field 

images.  The spotlight can appear near or on the cracks, depending on the position 

of the location of the image-capturing device with respect to the light. 

An infinity light can be used to control the amount of direct sunlight.  

This type of lighting most frequently occurs on field images of the blade with 

large smooth blade surfaces. 

 

Figure 2. An example of Lorentz information curve of L = 3. 
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The same spotlight was applied to Fig. 3 at the same location with different intensity levels 

as shown in Fig. 4, where Fig. 4 (a) has 50% intensity and (b) has 100% intensity.  

   

Figure 3. Parallel gel coat cracks. 
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The intensity of the light is expected to vary from image to image, given that they are taken 

at different points in time. As expected, differences in intensity gray level occur under different 

lighting conditions for the same image as shown in Figure 5 (a) and (b).  

 

     

Figure 4.  (a) Spotlight with 50% intensity. (b) Spotlight with 100% intensity. 

            

Figure 5.  (a) Histogram of Figure 4 (a). (b) Histogram of Figure 4 (b). 
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Figure 6.  Infinite light vertically above the image (a)70% intensity, (b) 75% intensity, (c) 

85% intensity, (d) 95% intensity 
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There were two ways to apply the infinite light, one of them is to keep the intensity level at a 

fixed number, say 90%, and rotate the light from east to west to simulate the position changes of 

the sun. The other way is to fix the position of the light resource vertically above the image and 

gradually increase its intensity from 50% to 100%. Our study showed that there was no 

significant impact when the intensity level is below 50% for infinite light. The first approach was 

tested and the infinite light did not generate any bright spots on the image when the light was 

moved away from being directly vertical above the image like direct sunlight during the middle 

of the day. Therefore, we focused on the second approach and the images with different intensity 

levels in Fig. 6. When the intensity level changed from 70% to 95%, the background become 

brighter and fewer cracks were visible to human eye.  

All images were tested with the edge detection method and compared using the adaptive 

window size edge detection method. In addition, the crack classification method addressed in 

Chapter 5 was applied to the images to further validate the classification method in simulated 

field conditions as well as to confirm the lighting impact on crack recognition.  

6.3 Results 

6.3.1 Spotlight 

The spotlight images in Fig. 4 were tested with the edge detection method (without the 

adaptive window) first and the results showed that the largest crack within the image was 

discontinuous due to voids/gaps generated by image segmentation as shown in Fig. 7 (a). The 

longest crack was formed by many small connected components with their centroid marked by a 

star. The adaptive window size method showed continuous and clear cracks. However, the 

spotlight also generated more noises with the adaptive window size methods as shown in Fig. 7 

(b). It is because the adaptive window size method can capture more details within a small 
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region, where the edges of the spotlight passed the image segmentation filters. Based on the 

major axis to minor axis length ratio method proposed in Chapter 5, the noise components 

generated by the spotlight were eliminated since the ratios were less than 5. The geometric 

properties of the top four largest connected components indicated that the image contains parallel 

hairline cracks. Since the orientation of the cracks was similar, the crack classification method 

defined it as parallel hairline cracks, which would be classified as stress cracks as defined in 

Chapter 4.3.1.  

 

As the intensity level of the spotlight increased, the noise generated by the spotlight was 

more obvious and the continuity of the largest cracks was reduced as shown in Fig. 8. However, 

there was sufficient information to classify the crack. The noise generated by the spotlight was 

much easier to eliminate when the intensity level of the spotlight was stronger since the noise 

 

Figure 7. Results of 70% spotlight (a) edge detection method proposed in Chapter 3, (b) 

adaptive window size method 
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would be much closer to the contour of the spotlight as shown in Fig. 8. Besides the noise 

generated by spotlight, other connected components appeared as small discontinuous hairline 

cracks or background noise. However, there were still a large number of connected components 

with major axis to minor axis length ratio larger than 5 that were be able to determine the crack 

type as shown in Fig. 8. Although we could classify the crack type, the true full size of the 

parallel hairline cracks could not be easily determined. Therefore, extreme spotlight conditions 

should be avoided in field image acquisition.  

 
6.3.2 Infinite light 

Unlike spotlights, infinite light was evenly distributed on the entire image and thus, the noise 

generated by the infinite light also affected the inspection results evenly. One type of noise that 

appeared in this condition was background noise with isolated small connected components (2-4 

pixels). The other type of noise was discontinuous cracks since infinite light reduced the pixel 

 

Figure 8. Results of 100% spotlight and histogram of major axis to minor axis length ratio 
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intensity level along the cracks and more voids/gaps were created during image segmentation. 

Compared to the edge detection method, the adaptive window size method may have generated 

more small background noise (see Fig. 9) but it captured the large connected components, which 

is important in determining crack type and behavior (see Fig. 10). 

 

The largest crack captured by the adaptive window size method is nearly double the size of 

the largest crack captured by the edge detection method as shown in Fig. 10. In addition, the 

largest connected components captured by the adaptive window size method were longer hairline 

cracks since their major axis to minor axis length ratio was larger than those from the edge 

detection method (see Fig. 9). Also the adaptive window size method contained 10 more 

connected components with major axis to minor axis length ratio larger than 10. Thus, the 

 

Figure 9. Results of 70% infinite light (a) edge detection, (b) adaptive window size 
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adaptive window size method improved the accuracy of the inspection results and reduced the 

uncertainty of missing large connected components.  

 

From these results,  we can conclude that the infinite light added more noise that can be 

eliminated when the major axis to minor axis ratio is smaller than 5. The adaptive window size 

method resulted in more complete cracks with greater length. To address the impact of infinite 

light with different intensity levels, we compared the results based on the top 36 connected 

components, where their major axis to minor axis length ratio was greater than 20 as shown in 

Fig. 10 (b).  

When the intensity level of the infinity light increased from 70% to 100%, the number of 

largest connected components detected decreased from 36 to 10 as shown in Fig. 11. The top 36 

connected components were detected with infinity light at 85% intensity level. However, the 

major axis to minor axis length ratio was reduced for each connected component because of the 

strong infinity light. When the intensity level of the infinity light reached 90%, only 31 out of the 

36 largest connected components could be detected. The number of components decreased to 17 

at an intensity level of 95% and 10 at an intensity level of 100%. Similarly, the major axis to 

 

Figure 10. Results of 70% infinite light (a) edge detection, (b) adaptive window size 
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minor axis ratio also decreased as the intensity level of the infinity light increased. Even with the 

decrease in component detection, the crack was still detected and classified based on the 

geometric properties of its largest connected components. However, the true size of the parallel 

hairline crack could not be determined when the spotlight reached 100% intensity.  

6.3.3 Severe background noise 

As described in section 6.3.1, a spotlight with an intensity level at 100% generated noise with 

the adaptive window size method since it captured more details from the image. The background 

noise had a major axis to minor axis length ratio smaller than 5 and its orientation was random as 

compared to the cracks. Thus, severe background noise was eliminated with the crack 

recognition and classification method proposed in Chapter 5. 

When the intensity of infinity light increased, more background noise appeared since the 

infinity light reduced the intensity level of pixels evenly along the cracks. Gaps/voids may have 

 

Figure 11. Results of infinity light at 85%, 90%, 95%, and 100% intensity. 
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also increased along the large cracks since the intensity level difference between the cracks and 

background noise may be reduced. The study in section 6.3.2 showed that the background noise 

was limited but intense and had a small major axis to minor axis length ratio. Therefore, 

background noise can be removed with the same method as the spotlight noise. Although we can 

still recognize the field cracks with extreme uneven lighting (100% intensity), the size of the true 

cracks could not be quantified as accurately as the field cracks without extreme uneven lighting. 

The study showed that a 75% intensity level of uneven lighting is the threshold of lighting at 

which the full cracks can be detected.  

6.4 Conclusions 

Uneven lighting and background noise were two major factors in the amount of uncertainty 

produced by image processing techniques. The uneven lighting was studied in section 6.2 with 

artificial spotlights and infinity light to represent field conditions. The results showed that the 

defects could be recognized and classified based on the method proposed in Chapter 5. The 

inspection results for the 100% intensity spotlight in Fig. 8 showed that the adaptive window size 

method could significantly reduce the uncertainty from the environment. 

Severe background noise generated by the full intensity spotlight was eliminated based on its 

geometric properties. Thus, the method can also reduce the uncertainty generated by the adaptive 

window size edge detection method. The same method was applied to the background noise 

along the right bottom of the stress crack as shown in Fig. 4 in Chapter 5 and the severe 

background noise on the crazing crack in Fig. 5 in Chapter 5. Both results illustrated that the 

classification method can filter out severe background noise that significantly reduced the 

uncertainty associated with the inspection method. 
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Finally, the adaptive window size method offered more accurate detection results because the 

largest hairline cracks could be captured even with 100% intensity spotlight/infinity light. The 

adaptive window size method reduced the appearance of voids/gaps along the hairline cracks 

after edge detection. In addition, the background noise generated by the adaptive window size 

method was eliminated by the crack classification method proposed in Chapter 5. Thus, the 

uncertainties generated by image processing techniques were reduced with the combination of 

adaptive window size, edge detection, and shape-based crack classification. 
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CHAPTER 7.  GENERAL CONCLUSIONS 

7.1 Contributions 

Previous research in Chapter 3 has shown that the line detection method can be used for a 

quick-scan of WTBs and the edge detection method can detect cracks with uneven lighting and 

background noise. This research has shown that it is possible to use image processing techniques 

to automate routine inspections of WTBs. The proposed methods are a major advance in WTB 

inspection as compared to current O&M practices and can significantly improve the inspection 

results. 

Another contribution is that we developed a second thresholding method for connected 

components that will significantly eliminate background noise. The threshold was computed by 

taking the top 10% of the component size distribution and then using the mean value of this 

subset as the threshold. We expect that this second thresholding method will be extensible to 

other inspection scenarios with significant environmental noise such as automated aircraft 

inspections and boat inspections.  

The third contribution is that we developed a shape-based method that can recognize and 

classify cracks based on the geometric properties of (and between) large connected components. 

By doing so, the human error and variation between engineers can be reduced. In addition, the 

shape-based method can eliminate the background noise that remains after edge detection, 

further reducing the uncertainty.  

The uncertainty was evaluated based on the number of largest connected components 

detected, the ability to eliminate high levels of background noise, and the accuracy of classifying 

the cracks.  

Finally, the combination of adaptive window size, edge detection, and shape-based crack 

classification can be used to inspect images with complex field conditions that include severe 
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uneven lighting and high levels of background noise. By doing so, the proposed method can be 

used in real-time field inspections.  The proposed methods will help on-site technicians detect 

early defects like hairline cracks quickly so that O&M costs can be reduced and the available life 

of the wind turbine can be increased. 

7.2 Future research and extensions 

The analysis of more field images with the proposed methods would provide further 

validation of the robustness of the methods. The effectiveness of these methods should be 

studied in the context of real-time acquisition and analysis and in inspections while the blades 

rotate.  
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